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Glossary

AAAPoMaNet

AAC
Al

BAPPENAS

BAWASLU
BMZ

BPS
BPSDM
CsIs
CsoO
DPO
DPR
DTC
FF

GS
Glz
HSRC
ICT
INSW
IPR

IT

ITB
KOMINFO
KPU
NGO
NLP
OJK
PDP
PPL
PPP
PTE
SDGs
SIA
SINTA

: Africa-Asia Al Policymaker Network

: Asia-Africa Conference

: Artificial Intelligence

: Ministry of National Development Planning

: General Election Supervisory Agency

: German Federal Ministry for Economic Cooperation and

Development (Bundesministerium fur wirtschaftliche
Zusammenarbeit und Entwicklung)

: Central Bureau of Statistics (Indonesia)

: Human Resources Development Agency

: Centre for Strategic and International Studies
: Civil Society Organization

: Data Protection Officer

: House of Representatives of Indonesia

: Digital Transformation Center

: FAIR Forward (Artificial Intelligence for All)

: Global South

: Deutsche Gesellschaft fur Internationale Zusammenarbeit
: Human Sciences Research Council

: Information and Communication Technology
: Indonesian National Single Window

: Intellectual Property Rights

: Information Technology

: Bandung Institute of Technology

: Ministry of Communication and Informatics

: General Election Commissions

: Non-Governmental Organization

: Natural Language Processing

: Financial Services Authority

: Personal Data Protection

: Policy Prototyping Lab

: Public-Private Partnership

: Policy Training Exercise

: Sustainable Development Goals

: Social Impact Assessment

: Science and Technology Index
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SMEs : Small and Medium Enterprises

UN Global Pulse : United Nations Global Pulse

UNESCO : United Nations Educational, Scientific, and Cultural
Organization
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Introduction
About The Handbook

In a world increasingly driven by digital innovation, artificial intelligence (Al) has
emerged as a revolutionary force in a variety of industries. Having a policy agenda that
supports the democratization of artificial intelligence is a crucial step towards global equality
and achieving Sustainable Development Goals (SDGs). Technology can be extremely
beneficial in dealing with complex issues such as poverty reduction, improved health,
educational development, and environmental sustainability. Democratization of Al, which
refers to the process of making Al open and accessible to a wide range of individuals and
organizations, ensures fair use of technology and the application of Al to drive inclusive
growth and sustainable development.

Furthermore, the democratization of Al fosters local innovation by giving people
access to Al technologies and equipment. This empowerment enables the development of
bespoke solutions that suit local requirements and challenges. Al democratization takes
advantage of varied views and regional knowledge by encouraging local innovation. Data
training exchanges and policy frameworks are critical in harnessing Al technology to evaluate
large amounts of data and offer important insights for making evidence-based policy
decisions and formulations. Facilitating exchange within the policy framework promotes
responsible development among Al policymakers and the proliferation of responsible Al,
particularly for countries that collaborate with FAIR Forward.

This handbook provides a compilation of the lessons learned while delivering this
program, with insights on what made the program effective and how problems were
addressed. Handbook readers may benefit from reading the full document or referring to
individual sections, such as how to run a virtual learning program, presentation materials and
curriculum recordings, or lists of references and technical help.

This handbook is published under a CC BY-NC license. This means you can use the
content for non-commercial purposes, in any way you want, as long as you acknowledge it as
the source. You can include sources by adding the following citation to the work:

Deutsche Gesellschaft fur Internationale Zusammenarbeit (GIZ) und Ministry National

Development Planning/BAPPENAS. 2024. Handbook for Artificial Intelligence (Al) Training for
Policymakers. https.//link.harapura.com/FF-AlTrainingHandbook
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Contact and Support

If you have any comments or feedback about this handbook, please contact
representative program FAIR Forward GIZ Indonesia, Karlina Octaviany, Al Advisor FAIR
Forward, GIZ Indonesia through email: karlina.octaviany@giz.de, or Ministry of National
Development Planning/BAPPENAS Dit KTl via email: dit.eti@bappenas.go.id and
Instagram @dit.kti, or harapura impact via email: impact@harapura.com and Instagram
@harapura.impact.

About FAIR Forward: Artificial Intelligence for
All

Artificial Intelligence (Al) is a key technology driving the global digital revolution. It
offers a range of new opportunities to break down existing barriers to human development
and social inclusion and help to achieve the Sustainable Development Goals (SDGs). On
behalf of the German Federal Ministry for Economic Cooperation and Development (BMZ),
the Deutsche Gesellschaft fur Internationale Zusammenarbeit (G1Z) implements the project
“FAIR Forward — Atrtificial Intelligence for All’, which strives for a more open, inclusive and
sustainable approach to Al on the international level.

The specific objective of this project is to democratize Al and foster local Al
innovation for sustainable development. This is done by open sourcing Al globally and across
FAIR Forward’s seven partner countries (Ghana, India, Indonesia, Kenya, Rwanda, South
Africa, Uganda). In particular, the project tackles the lack of openly available, unbiased and
localized Al resources, like training datasets, Al models and other technologies, in developing
and emerging countries. Together with missing technical skills and missing political
frameworks, this lack represents the major barrier to creating SDG-relevant Al use cases
locally. To address this barrier, FAIR Forward explicitly promotes the development of
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open-source Al resources for local development challenges, which can be freely used,
shared and innovated on across projects, companies, organizations, and indeed across
regions and the globe.

To achieve its objective to democratize Al, FAIR Forward operates in three main action areas
whose combined outputs consolidate local Al innovation:

(1) Availability of locally usable global public goods is improved by promoting access to
training data and Al technologies for local innovation

(2) Competencies of local actors to develop ethically responsible artificial intelligence
locally are strengthened

(3) Exchange on policy framework conditions for developing and deploying responsible Al
between Al stakeholders is strengthened in and/or between partners countries.

About Artificial Intelligence (AI) Training
for Policymakers in Indonesia

harapura impact and Aptaworks implemented Artificial Intelligence (Al) Training for
Policymakers in Indonesia from November 2023 to March 2024, as part of a comprehensive
initiative to increase policymakers’ capacity and understanding of the use of Al in various
aspects of national development. This activity began with a thorough training session in
Bandung, where participants acquired a knowledge background and an introduction to the
policy in Indonesia in Al, which is still relatively new.

After a complete offline training session, the activity continued with online learning
between participants, which involved learning the material in each module and collaborative
discussions to strengthen understanding and application of the training material. These online
activities allowed participants to stay engaged and apply the concepts they have learned in
the context of their sectoral policies.

The training program concluded with a closing agenda held in Bali. Several Al
technology developers spoke at this event, sharing their experiences and explaining Al
implementation ideas. Furthermore, the participants joined the Policy Prototyping Lab, which
was a set of activities meant to apply Al expertise to the creation of specific policy prototypes.
This activity allowed participants to apply Al to real-world policy issues while receiving quick
feedback from other participants and Al experts working in the program.

The objectives of Artificial Intelligence (Al) Training for Policymakers are:
® Increasing the competence of policymakers: This program aims to strengthen
the capabilities of policymakers in Indonesia by providing in-depth knowledge
about Al and facilitating understanding of responsible Al use and development.
®* Enabling exchange of knowledge: Through making a collaborative platform, the

program hopes to spark the exchange of knowledge and best practices policymakers,
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policy stakeholders, which will enrich the manufacturing process policy in
Indonesia.

e Developing informative and ethical policy for artificial intelligence: This program
also tries to aid with policy development by using Al that is not only effective but also
ethical and responsible, in accordance with local norms and demands.

With integrated formal education, peer-to-peer learning, and practical application
through the Policy Prototyping Lab, this training provides a comprehensive approach to
educating policymakers with the materials required to use Al technology to improve the quali-
ty of life of Indonesians. An example of a training agenda can be checked in Annex 1.
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Learning Methodology

Adaptation from Artificial Intelligence Training
in Rwanda

This Artificial Intelligence Training is based on a Global South-specific training
handbook created by the Deutsche Gesellschaft fur Internationale Zusammenarbeit (GlZ)
and the Human Sciences Research Council (HSRC). This training handbook presents a
framework for improving implementation program capacity for policymakers using Al, with a
focus on practical and contextual applications that are relevant to nations in the Global South

Reference:

Deutsche Gesellschaft fiir Internationale Zusammenarbeit (GIZ) and Human Sciences
Research Council (HSRC). 2022. Handbook for Implementing a Capacity Building Program
for Policymakers on Al. http://bit.ly/AlPolicyHandbook

Contextualization with Indonesian Landscape
Policy

To address the problems and capitalize on the opportunities given by worldwide
developments in Artificial Intelligence (Al) technology, this course has been contextualized to
meet Indonesia’s regulatory framework and level of technological maturity. Deep
knowledge of the need to build an inclusive and comprehensive Al policy is becoming
increasingly critical, particularly in order to sustain Indonesia’s global competitiveness while
ensuring that existing policies sufficiently safeguard disadvantaged populations.

This training is designed for not only responding to the need but also to take
advantage of the new Personal Data Protection (PDP) Law and other policy infrastructure
which is an important milestone in protection data and become the foundation for protection
of civil in application Al globally. The PDP Law establishes a framework for Indonesia to
safeguard people’s personal data, which is a critical aspect of ethical and responsible Al
management.

This training program is meticulously crafted to address the current needs and to
strategically leverage the new Personal Data Protection (PDP) Law, alongside other
policy frameworks. These elements mark a significant milestone in data protection and lay
the groundwork for safeguarding civil liberties within the global application of Artificial
Intelligence (Al). The PDP Law, in particular, introduces a comprehensive structure for
Indonesia to protect individuals’ personal data, an essential facet of ethical and responsible
Al management.

Moreover, this initiative aligns with Indonesia’s National Strategy for 2020-2045, which
identifies Al technology as a pivotal element in the nation’s digitalization and technological
advancement efforts. The program is designed to cultivate a cadre of policy champions
across various sectors. These individuals will possess not only a deep understanding of Al
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technology but also an appreciation for the ethical and human rights principles that underpin
innovation. This approach promotes equality through digitalization and the ethical,
responsible utilization of Al technology.

Participants of this training will be equipped to translate their knowledge into the
development of effective and sustainable policies. This will fortify Indonesia’s foundation for
inclusive progress in the Al era.

Participant Identification

Identifying participants who are appropriate is the key inside ensure the success of this
training, especially considering the important role they play in policy development. This
training was specifically addressed to policymakers on second and third echelon levels in
Indonesia, and several representatives from Non-Governmental Organizations (NGO),
university, and partner development government. To ensure depth of interaction and
effective learning, we limited the number of participants to twenty-five people. The selection
of participants was carried out by the Ministry of National Development Planning/BAPPENAS,
with as strict selection criteria to ensure representation from various ministries and
institutions, as well as prioritizing inclusivity towards women'’s participation for balanced
representation gender.

Some of the selection criteria includes prioritising senior-middle officials which capacity
and authority to implement policies, ensuring that training has a direct impact on policy
making at the operational level. Equalizing the hierarchical range of participants proved
essential in creating an egalitarian discussion environment, allowing for the open and honest
exchange of ideas and opinions. This is crucial given that the content discussed does not
always have clear answers and is often exploratory.

In this program, the inclusion of participants from Civil Society Organizations (CSOs)
and academia not only increased the diversity of perspectives but also enriched the
discussion content, bringing in-depth understanding and interpretation of the use of Artificial
Intelligence. This integration of different perspectives has changed the dynamics of training,
making it more inclusive and representative of social needs.

- C oS
N S A

~
PNl |

For future training sessions, it is recommended to explore the possibility of organizing
training with more homogeneous groups, particularly within specific sectors. This approach is
expected to narrow the discussion on sector-specific issues, deepen the analysis, and
enhance understanding of Al policy implications per sector. Such an approach could
significantly contribute to the development of more detailed and coordinated policy
development within specific sectors.

16 | Artificial Intelligence (AI) Training for Policymakers



In addition, when it comes to gender inclusion, this program specifically developed
strategies to support women'’s active participation. In the initial invitation sent to institutions,
we underscored the importance of the representation of women participants in this program.
Apart from that, this program also provided a safe space for participants, especially women,
to ask questions, present or respond in discussions. In its implementation, the involvement of
women participants reached 49%. By deeply integrating the principles of gender equality in
the program structure, this training can strengthen women’s representation in the
development and application of Artificial Intelligence policy in Indonesia

Approach-based Training Program

This approach-based training program is designed to consider the basic principles of
how adults learn effectively, especially those in the realm of policy. Based on empirical proof,
a method that considers participants as agents active in the process of learning them—Iike
that carried by methodology ADIDS—has proven to give more substantial learning results.
This methodology organizes the learning experience through a series of structured stages,
allowing for the use of various learning formats and methods.

The ADIDS methodology, used in this training, is an approach that facilitates adult
learning through five main activities in the learning session:

® Activity and Discussion — Involve participants in interactive activities, such as polls
or case studies, followed by in-depth discussions. These sessions may also include
presentations by policymakers, followed by questions and answers.
® |Input — Interactive teaching delivered through exposure or presentation by the
experts.
¢ In-depth Study and Synthesis — Hands on activity that focuses on the application of
the content presented at the input stage, for example: analyzing templates, policy frameworks
and guidelines in small groups. This activity is complemented by plenary feedback sessions
and wider discussions to consolidate understanding.

This training was designed to be interesting and relevant to today’s real challenges,
using case studies that illustrate situations faced by policymakers in their respective contexts.
By bringing the training content closer to participants’ reality, the training became more
applicable and meaningful.

It is also important that training sessions to be a safe space, in which every
participant feels comfortable to speak and be involved in the discussion. The environment
makes it possible for participants to feel free to convey ideas and opinions without worrying
to be judged or disqualified by other participants.

In addition, this training welcomed diverse perspectives, by integrating
experience-based practices from various practitioners in the industry as well as learning from
fellow policymakers. This collaboration enriched sessions with insights from various sectors
and disciplines, encouraging the exchange of ideas and solutions more innovative and
comprehensive in development policy.

Artificial Intelligence (AI) Training for Policymakers | 17



This approach accounts for the participants’ various levels of technological mastery. As
a result, technical terminology was simplified. Furthermore, it is designed to meet standardize
national learning criteria, guaranteeing that all participants can properly follow the training
content. This method ensures that no one feels left behind because they do not understand
technical jargon or advanced topics with which they are unfamiliar. This inclusive approach is
expected to not only increase individual competency but also strengthen collaboration
between policymakers in the public policy ecosystem.

Team Structure

In this Artificial Intelligence (Al) Training for Policymakers, the role of the trainers goes
beyond the traditional function of conveying information; they have an essential role in
facilitating discussions and guiding through hands on exercises. The trainers acts as a
mediator who enables participants to understand and apply Al concepts in their policy context
in an interactive and memorable way. The following is the composition of the training team
and the roles required in the training:

Team Leader - Lead Facilitator:
® Ensure that the implementation of the capacity building program is effective.
® Drive all learning sessions between participants and ensure participation is active.
® Facilitate sessions with effectiveness, create a consistent learning structure and
spaces for integration.

Second Facilitator:
® Support Team Leader in the program implementation.
® Play an important role in facilitate session and support the development of the
curriculum with the Curriculum Development Expert.

Curriculum Development Expert:
® | ead curriculum design and manage specific modules as a content expert, focusing on
Quality Assurance rather than on the development of modules and materials.
® Bring specialist knowledge to provide in-depth insight and information on technical
content.
® Ensure smooth delivery of content by making it clear and interesting.

Communication and Administrative Coordinator:
® Manage program operations and ensure they run smoothly.
® Provide technical support and manage materials to ensure program content is easily
accessible.

Short-term Expert Pool - Expert Al:
® Develop ‘Input’ for specific modules and facilitate sessions with short-term module
experts.
® Provide research-based insights and practices from various groups such as civil
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society organizations, the private sector, and policy consultants as presenters and
material deepeners to adapt and contextualize training materials.

In addition to the training team, this program was also supported by two project
managers who handle administrative tasks, ranging from sending invitations to coordinating
activities and general project management. This administrative backbone ensured that all
logistical and program management elements were well-coordinated.

Finally the entire team worked to create a learning environment that
accommodates the diverse technological knowledge of the participants, using simplified
terminology and easily understandable national standards. This ensures that each
participant, regardless of their level of technical knowledge, can absorb and apply the
concepts to the maximum. The learning environment created not only promotes equality and
comfort in discussions but is also open to various perspectives and best practices from
different stakeholders, including those from the academic sector, industry, and other
policymakers.

Speaker Diversification

This Artificial Intelligence (Al) Training for Policymakers was designed with the
involvement of speakers from diverse backgrounds practitioners, academics, civil society
organizations, and policymakers. They all contributed to the diversity of perspectives and
the depth of discussions. This diversity is a crucial element to ensure that participants gain a
comprehensive and multifaceted understanding of Al and its applications in policy.

The criteria that was considered for the selection of speakers is the following:

® Gender Balance: Ensuring an equal participation of women and men was a priority.
The programme aimed to accommodate diverse perspectives and value the important
contributions of all genders in the development and implementation of Al policies.

® Balanced Perspective: This training strives for balanced representation from the
private and public sector, academia, and other policymakers. Balancing speakers
from the private and public sectors, as well as academia, provides diverse and
in-depth insights. This enriched discussions and offers comprehensive perspectives,
considering various viewpoints and approaches to Al-related issues.

®* Engagement Representative from Marginal Group: In this training, there was a
session facilitated by a speaker with disabilities, discussing the development
of inclusive and accessible Al technology. This session aimed to raise participants’
awareness and understanding of the importance of incorporating disability
perspectives in policy and technology development. This step aimed to create a more
inclusive environment and encourage innovation that considers the needs of all
community members. Additionally, this session allowed participants to gain new
perspectives from marginalized groups as well as recommendations for the
implementation or development of Al that can be applied in their respective sectors.
This session was leaded by a disabled person and it was conducted at an accessible
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Disability Hub that supports the mobility of the speaker. Furthermore, the speaker with
disabilities were accompanied by an assistant to facilitate presentations and
interactions with program participants.

Diverse Social Agenda: During the program, the selection of speakers was designed
to cover different social agendas, including dimensions of sustainability, support for
disabled groups, marginalized communities, women, and indigenous people. This
demonstrated the training’s commitment to inclusive learning and supporting social
diversity, ensuring that all elements of society are represented and respected.

Specific-Sector Work Exhibition: At the end of the program, participants were
invited to present the work they have done in their sector at the Policy Showcase,
allowing for further peer learning and the exchange of best practices among
participants.

AAAPoMaNet Alumni Contribution: The program also brought in alumni from
AAAPoMaNet from the Government of India to share their experiences with Al policy
work. This provided a unique opportunity for participants to learn from international
policy practices and offers cross-country perspectives and learning from implemented
practices.

The entire lineup of speakers in this program was designed not only to impart

knowledge but also to stimulate deep and reflective discussions, where each participant can
relate with speakers’ experiences and conect it with their own work context. With this
inclusive approach, the training program aimed not only to provide education but also to
inspire sustainable and responsible actions and innovations in the participants’ respective
work environments.

Here is the list of speakers for the training that has already been conducted in Indonesia:

1.

N

ook w

7.
8.

9.

Alvin Raihan, Team Lead Application Development, Flutter Developer, Aptaworks
Muhammad Habib Abiyan Dzakwan, Researcher, Department of International
Relations, Centre for Strategic and International Studies (CSIS)

Matheace Ramaputra, Consultant in Al & Tech Policy

Indarto, Founder & CEO Neurobot

Beni Djohan, Director Analytics, Aptaworks

Dr. Kautsarina, S.Kom. MTI, Coordinator System Management Information
Security (ISMS) and Protection Data Personal (PDP), Center Study and Development
Application Informatics and Information Communication Publication, Communication
and Information Human Resources Development Agency, Ministry of Communication
and Informatics

Debby Kristin, Project Officer Digital Rights (Indonesia), EngageMedia

Muhammad Rheza Muztahid, Principal Data Analytics Engineer, United Nations
Global Pulse - Asia Pacific

Meidy Fitranto, Founder & CEO, Nodeflux

10. Maria Hattya Karienova, Project Manager Digital Rights (Indonesia), EngageMedia
11. Meyda Nento, Associate Project Officer for Social and Human Sciences, UNESCO
12. Dr. Ayu Purwarianti, Co-Founder, Prosa.ai
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13. Alia Yofira Karunian, Researcher, PurpleCode Collective

14. Rama Devi Lanka, Director Emerging Technologies, Government of Telangana, India

15. Prof. Ir. Ketut Wikantika, M.Eng., Ph.D, Head at Remote Sensing and GIS
Research Division, Faculty of Earth Sciences and Technology, Institute of Technology
Bandung (ITB)

16. Ari Juliano Gema, Partner at Assegaf Hamzah & Partners dan Pengacara Hak
Kekayaan Intelektual

17. 1 Made Prasetya Wiguna Mahayasa, CEO PT Mahayasa Teknologi Nusantara dan
Representatif Penyandang Disabilitas DNetwork (Jaringan Kerja Disabilitas)

18. Dea Adhista, Principal Corpus Developer, Prosa.ai

19. Sarah Octavianti, Senior Corpus Developer, Prosa.ai

20. Galih Pradipta Muridan, Corpus Developer, Prosa.ai

L B B
Communication Management

In the management and coordination of the Artificial Intelligence capacity-building
program, communication played an important role in supporting the program’s continuity and
logistical arrangements to ensure participants had a comfortable and conducive learning
experience.

Internal Communication

Internal communication within this program included preparing meeting agendas and
recording meeting minutes. We held bi-weekly meetings to update information about the
program and ensure all team members are regularly informed about responsibilities and
expected outcomes. Project management applications or collaborative tools like Google Docs
were used to facilitate this process. Setting specific times for reviewing completed and
ongoing actions every two weeks was an essential step in ensuring effective internal
communication.

External Communication

For external communication, it was very effective to create centralized documentation
that could be accessed by all participants. Email reminders about upcoming activities were
sent to ensure participants always receive the latest information. Participants were also
provided with a Workbook that contained all the training materials in a single, easily
accessible document, making it easier for them to follow all the training activities.

Participant’s Participation Commitment

To ensure the success of the Artificial Intelligence training, each participant was
recruited through an official registration process. This process not only ensured their
attendance but also their commitment to the program. Through a written statement in the
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Commitment to Participation Form, participants ensured their willingness to actively
participate in the entire training process. Subsequently, they were provided with detailed
information about the training duration, module content, schedule, and the planned series of
activities. This information was delivered before the training begins and is updated

regularly as needed, ensuring tha participants can allocate the necessary time and arrange
their schedules to fit the upcoming activities. This approach is essential to ensure that each
participant is fully prepared to engage in the program, with a clear understanding of what is
expected of them and how they can contribute to the learning process.

Group Communication

Effective and efficient communication is key to managing the Artificial Intelligence
training, especially in reaching out to and reminding participants about upcoming activities.
With the participants’ consent, we formed a WhatsApp group which serves as the main
channel for sending reminders, handling logistics, and facilitating interaction among
participants. The choice of using WhatsApp was based on its popularity and affordability in
Indonesia, making it an ideal communication tool that allows participants to easily engage
and network. This group not only strenghened communication related to logistics and training
activities but also created a space for participants to share experiences, exchange ideas, and
build valuable professional connections. The presence of this group supported a collaborative
learning environment and opens up more opportunities for peer learning that continues even
after the training sessions end.

Online Class and Time Flexibility

For online class sessions, we always provide options to the participants and allow
them to vote on their preferred class times. The schedule could be changed no later than two
weeks in advance, and Zoom invitations and online calendars were sent to the participants.
This approach ensured active participation and gives participants the opportunity to express
their preferences democratically.

This carefully designed communication approach was intended to maximize participant
engagement and participation in every aspect of the program by ensuring that they have all
the information and resources needed to support their learning process efficiently and
effectively.
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Curriculum
Training Design

The curriculum design for the Artificial Intelligence (Al) Training for Policymakers is
structured to ensure that each stage of the training strategically contributes to the
development of the skills and knowledge needed by policymakers. This curriculum is also
designed to support the participants’ learning journey, from initial introduction to
comprehensive knowledge application. Each training component is built to ensure that
policymakers are equipped not only with theoretical understanding but also with the practical
skills needed to make decisions and shape impactful policies in the rapidly evolving Al era.

Official Opening of the Artificial Intelligence (Al) Training for Policymakers

The Artificial Intelligence (Al) Training for Policymakers began with an opening event
and a panel discussion with Al leaders and practitioners. To kick off the event, participants
heard a welcome address from representatives of the Ministry of National Development
Planning/BAPPENAS and GIZ Indonesia. To ensure the effectiveness of the training,
participants also signed a commitment form to fully participate in the training program. This
was also intended to foster direct engagement within the Al policymaker network.

The opening event also aimed to raise public awareness about Al policymaking and
FAIR Forward’s support to the Indonesian government through media involvement.
Specifically, for the Al Training for Policymakers in Indonesia, the opening was held in
conjunction with the week commemorating the 65th anniversary of the first All-African
People’s Conference held in Accra to highlight the deeper correlation with the spirit of
democracy and movement in the Global South. The opening location was also held at the
Museum of the Asian-African Conference in Bandung, West Java.

Al Training for Policymakers (In-persons Class)

After the opening, there were two-days intensive training where participants gathered
in person to learn five core modules, delivered by various leading experts in ten sessions. In
addition to the sessions, participants also receive supplementary sessions such as the
Socialization of the PDP Law as a legal basis for data protection and a presentation by a
practitioner who implements Al solutions in specific sector.

The speakers involved in this training program were selected based on principles
established and discussed by the program implementation team and GIZ. The training
program featured presentations from cross-sectoral experts, including academics,
researchers, CSO members, policymakers, private sector representatives, and startup
representatives to ensure diverse and balanced perspectives. Each speaker had
approximately one hour to present their material, which was designed to provide a
comprehensive overview despite the limited time for Q&A and discussion. However, the
two-day training arrangement was intentionally designed to ensure participant focus and
reduce potential drop-off.
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Training materials was presented in Indonesian, ensuring that all participants were
absorb the information to the fullest without language barriers. Translation support into
Indonesian was provided if a speaker presents in a foreign language.

In-depth Study Materials (Online Class)

Following the in-person training, the Artificial Intelligence (Al) Training for
Policymakers continued with a series of online class sessions designed to deepen
understanding of the material. These sessions were designed to provide easy access from
various locations, thereby expanding participation and giving participants the flexibility to
engage actively.

Over a period of approximately three months, five online class sessions were
scheduled to take participants deeper into the core of Artificial Intelligence. Through analysis,
synthesis, and discussion sessions, policymakers had a golden opportunity to examine the
application of Al technology, connected theory with practice, and enriched their learning
experience through collaborative dialogue with experts and their peers.

Each of these sessions emphasized the practical application of the knowledge gained
in the in-person training. This was an important bridge between theoretical understanding and
policy implementation, allowing participants to visualize and design real solutions for the
issues they face in their daily work.

This deepening of the material was enriched by contributions from two guest
speakers who provided valuable insights into the latest developments in Al technology and
related policy frameworks. The presence of guest speakers added an extra dimension to the
discussions, offering fresh perspectives and encouraging participants to consider new
aspects of Al they may not have previously considered.

With this structured online class, participants were not only equipped with theory and
practice but were also inspired to go further—applying new knowledge and skills to create
innovative and responsible policies in the field of Al.

Artificial Intelligence (Al) Training for Policymakers’ Closing Ceremony and Certificate
Dissemination

The closing event for the Artificial Intelligence (Al) Training for Policymakers marked

the completion of a series of intensive learning in this training. In this event, participants
gathered to celebrate their achievements and progress, showing concrete results from the
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learning process that has been achieved they go through.

The closing agenda was designed to reflect the success of the training with activities
designed to open a collaborative forum to develop inclusive and responsible Al policies. The
closing event included several activities in meeting offline during two days. Example Agenda
Program Closing can be seen in Annex 2.

¢ Panel Discussion and Practitioner Presentation on Al Technology
Development: In the closing event of the Artificial Intelligence (Al) Training Program
for Policymakers, the panel discussion and practitioner presentation highlighted the
relevance of inclusion in the development of Al and the policies that regulate it. In this
session, participants and experts engaged in in-depth discussions on the application
of Al to improve the well-being of people with disabilities, the integration of local
wisdom through the use of regional languages, and the Intellectual Property Rights
(IPR) issues that often arise in Al technology development. This discussion provided
a critical perspective on the social and ethical impacts of Al implementation, ensuring
that technological advancement aligns with considerations of justice and individual
rights.

® Policy Showcase: Selected participants shared their work or ideas on Al
development in their respective sectors or institutions in a policy showcase that
supports in-depth peer learning, enriching the collective experience with new and
innovative insights.

e Co-Creation: Policy Prototyping Lab: In the Policy Prototyping Lab, presentations
from this co-creation process not only showcased innovative ideas but also spur
further commitment and engagement in Al topics by high-level policymakers, paving
the way for collaboration and sustainable policies.

e Visit Field: A field visit was one of the series of events in the closing ceremony of the
Artificial Intelligence (Al) Training Program for Policymakers. This agenda aimed to
provide participants with direct experience or understanding of Al-based technologies
that have been applied in the field.

e Natural Language Processing (NLP) Workshop: This workshop covered various
important aspects of the development and utilization of Al technology for natural
language. In the content introduction session, the role of NLP in understanding human
language in both text and voice forms, challenges in data development, and its
application in regional languages were discussed. Participants were invited to
understand the data development process in NLP, such as the MATTER cycle
(model, annotate, train, test, evaluate, and revise) and the challenges faced, from
the annotation process to the quality of the data produced.

As recognition of their efforts and dedication, participants also received graduation
certificates symbolizing their achievements in this program. The certificates were provided in
two forms: a printed version for memorabilia and formal recognition, and an electronic version
to facilitate wider distribution and access. The awarding of certificates at the end of the event
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not only marked the closure of the program but also opened a new chapter for the
participants as pioneers of Al policy in their respective institutions. It was hoped that they will
not only return to their organizations with new knowledge but also become active members of
the AAAPoMaNet Indonesia network.

Effective Training Delivery Format

In developing an effective training format, we chose to conduct the main training
sessions in person over two days. The physical presence in this training aims to ensure
active and comprehensive participation from all participants. The focus of these sessions is to
provide a comprehensive introduction to Artificial Intelligence and its policy aspects, enabling
direct and in-depth interaction between participants and facilitators.

Hybrid Training Format: After the face-to-face sessions, the training continues with
online meetings scheduled every two weeks. These online sessions are dedicated to
deepening the material and further discussion, allowing participants to analyze and discuss in
depth the application of the material they have learned. This hybrid format not only enhances
flexibility in learning but also maintains sustained engagement among participants.

Active and Continuous Learning Participation: The hybrid format offers
significant benefits, including the opportunity to connect during the in-person sessions, which
then facilitates interaction during the online sessions. This interaction strengthens the
relationships among participants and facilitates more effective collaboration during
discussions. Active engagement in both formats ensures that participants are not just
passively receiving information but also actively developing and applying new knowledge in
their policy contexts.

Training and Accessibility Material Management: To support independent learning
and self-organization of participants, it is important for us to consistently provide access to
training materials. This includes ‘Input’ presentation decks and materials needed to complete
training tasks in the Workbook. These materials can also be used by participants as future
reference or by those who cannot attend some sessions to understand the missed content.
During the training program, recordings of each session are shared with course participants
after each module, along with presentation decks and course assignments. All materials are
centrally distributed by the project coordinator and communication coordinator.
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The training format we have structured is designed to optimally support participants in
deeply understanding both the theoretical and practical aspects of Artificial Intelligence. With
this approach, we aim to prepare participants to become pioneers in sustainable and
forward-looking policy innovation, ready to face and respond to evolving challenges.

In the context of future training, it is important to assess the conditions and availability
of existing facilities. If the situation permits, conducting the training in person at the beginning
of the program is highly recommended as it provides significant benefits in building strong
interactions and connections among participants. The advantages of face-to-face interaction
not only enhance the quality of communication but also strengthen collaborative relationships
that can enhance the learning process. However, if conditions do not allow, delivering the
training online is also an effective option. Modern technology and online learning platforms
have made it possible to deliver content just as effectively, ensuring that participants still
receive high-quality and interactive education, no matter where they are.

Considering this adaptability, the program can be designed to be flexible and

responsive to various needs and situations, ensuring that learning objectives are always
achieved and participants gain maximum benefit from their experience.
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Learning Modules

This program is designed to provide in-depth knowledge of Artificial Intelligence (Al)
through a series of carefully structured learning modules. The entire training is divided into

five main modules, each consisting of two sub-modules and one synthesis deepening activity.

These activities are designed not only to provide theoretical understanding but also practical
knowledge, by facilitating the direct application of learned concepts in real policy contexts.

Learning Module Details:

Community Group Representation

No Module Duration
Module 1: Introduction About Artificial Intelligence (Al)
Sub-module 1A: What Is Artificial Intelligence (Al)? 60 minutes
1 Sub-module 1B: Artificial Intelligence (Al) and Development Agenda 60 minutes
In-depth Study Material: Group Work in Class 1: Identification of .
: 60 minutes
Al-Based Solutions
Module 2: Technology Policy Focused on Artificial Intelligence (Al)
Sub-module 2A: Artificial Intelligence (Al) and Technology Policy 60 minutes
2 | Sub-module 2B: Artificial Intelligence (Al) and Sectoral Approaches 60 minutes
In-depth Study Material: Online Group Work 1: 90 minutes
Discussion of Module 2 - Equitable Policy Role Discussion
In-depth Study Material: Online Class 2 - A Policy Comparative Study 60 minutes
Focusing on the Use of Artificial Intelligence (Al) in Asia
Module 3: Government for Artificial Intelligence (Al) Ethical Development
Sub-module 3A: Data Management and Sharing 60 minutes
Additional Sub-module: Socialization of the Personal Data Protection .
Law 60 minutes
3 | Sub-module 3B: Artificial Intelligence (Al), Ethics, and Human Rights 60 minutes
In_—depth_ Study Materla!: Group Work in Class 2 - Case Study 45 minutes
Discussion: Ethical Policy
In-depth Study Material : Online Class 3 - Discussion of Module 3:
Gender in Artificial Intelligence and Small Group Discussions with 90 minutes
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Module 4: Practical Use of Artificial Intelligence (Al)

Sub-module 4A: The Use of Artificial Intelligence (Al) for Sustainable

Development 60 minutes

4 | Additional Sub-module: Atrtificial Intelligence (Al) Everywhere:

Indonesia’s Today and Path Forward 60 minutes

Sub-module 4B: Social Impact Assessment 60 minutes

In-depth Study Material: Group Work in Class 3 - Social Impact

Assessment Matrix 45 minutes

Module 5: Institution Readiness for Artificial Intelligence (Al) Implementation

Sub-module 5A: Readiness for Artificial Intelligence (Al)

: 60 minutes
Implementation
3 Sub-module 5B: Building A Responsible Artificial Intelligence (Al) :
60 minutes
Ecosystem
In-depth Study Material: Online Group Work 4: Institutional Readiness .
60 minutes

Analysis for Artificial Intelligence Technology Implementation
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Module 1: Introduction About
Artificial Intelligence (AI)

Module 1 of this training program is designed to provide a strong foundation on
Artificial Intelligence (Al), a technology that is increasingly important and influential in various
aspects of life and development. This module is divided into two complementary sub-modules
to provide a comprehensive understanding of Al. Sub-module 1A: What Is Artificial
Intelligence (Al)? offers a basic introduction to Al, explaining key definitions and principles
governing this technology. Meanwhile, Sub-module 1B: Artificial Intelligence (Al) and
Development Agenda explores how Al can be integrated into development agendas at both
global and local levels, highlighting the potential of Al in driving socio-economic progress.
Furthermore, In-depth Study Material: Group Work in Class 1: Identification of Al-Based
Solutions invites participants to discuss in groups and identify Al-based solutions that are
applicable in various sectors, facilitating a deeper practical understanding. Through this
carefully designed structure, Module 1 aims to broaden participants’ insights into the power
and potential of Al, preparing them for further exploration of its use in effective and innovative
policy-making.

General Learning Objectives:

This module is designed to provide a solid foundation of Artificial Intelligence (Al), with
a focus on conceptual understanding, key terms and key processes involved. It also links the
potential and relevance of Al to the global and regional development agenda, especially in
the context of Indonesia and the Global South. The aim is to make Al more accessible and
relevant to policymakers with use examples and study cases from local industry in Indonesia.

Learning Adaptation Suggestions:
To ensure that the lesson materials are relevant and easily understood by participants

® Examples and case studies will be taken from local industry to strengthen connections
with the participants’ everyday experiences.

® Technical terms will be presented in Indonesian with additional explanations for
important foreign, facilitating the understanding of concepts.

® Explanations will focus more on practical applications rather than complex technical
theory, making it easier for participants to apply learning in practice.
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Sub-module 1A: What Is Artificial Intelligence
(AI)?

This sub-module provides a basic introduction to Artificial Intelligence (Al) by
explaining key definitions, core processes, and the principles governing this technology. The
specific learning objectives of this sub-module include a deep understanding of Al and
algorithm-based decision-making, including various approaches such as rule-based
programming as well as data-driven machine learning and deep learning development.

In this sub-module, participants will learn how machine learning algorithms are trained using
historical and new data and how this data is managed. Participants will also be introduced to
key Al-related terminology and various approaches in machine learning and deep learning,
including exploring topics such as Supervised, Unsupervised, and Reinforcement Learning,
as well as the differences between Discriminative and Generative models.

Additionally, this sub-module aims to evaluate the need for Al applications in a policy or
operational context by considering the existing benefits and risks.

Specific Learning Objectives:

e Understand Al and algorithmic decision-making, including rule-based programming
and data-driven machine learning and deep learning development.

e Recognize how machine learning algorithms are trained using historical and new data
and how this data is managed.

¢ |dentify key terminology related to Al and various approaches in machine learning and
deep learning.

® Evaluate the need for Al applications in a policy or operational context, considering the
existing benefits and risks.

Class Activity Suggestions:

® |Ice Breaking: Using software tools like Mentimeter, ask participants to mention three
words that come to mind when they hear about Al. This will kickstart the discussion
and provide initial perspectives on Al.

¢ Discussion Starter: Ask participants for their opinions on how machines are taught
and how they learn. Encourage participants to discuss their views on machine learning
processes, deepening their understanding of how machines learn.

e Small Group Discussion: Focus on the potential use of Al in various sectors,
identifying challenges and automation needs in their respective fields or countries.

Example of Responses from Training Participants:
What is the first word that comes to mind when you hear the term Atrtificial Intelligence?

e Participant 1: “The first word that comes to mind? Robot. In terms of definition,
maybe a system that resembles human intelligence.”
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e Participant 2: “For me, the word that comes to mind is ‘advanced’.

Documentation of Learning Activity:

Inputs Example:

Key events in Al's journey

1950 1957 1975 2006
Turing Test Perceptron Genetic Deep Belief Net
Algorithms (Hinton et al)
1965 1986 1997 2009
Multilayer Backpropagation  Deep Blue ImageNet
Neural Networks defeats world

chess champion ~ 2012
Gary Kasparov ~ AlexNet

1953 1968 1989 2015
Monte Carlo Hidden Markov Boosting
Markov Chains Models EL\J/mbaer:ter than
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Sub-module 1B: Artificial Intelligence (AI) and
the Development Agenda

Sub-module 1B delves into the integration of Artificial Intelligence (Al) in development
agendas at both global and local levels. This module aims to build a conceptual
understanding of Al, clarify its terminology, and outline its main processes. Participants will
learn how Al can advance efficiency, improve public services, and streamline administrative
tasks that support the policy cycle from agenda setting to decision-making and evaluation.

Each participant is expected to produce an in-depth analysis of how Al can be used to
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advance development and determine practical steps to integrate this technology into existing
operations and policies. Evaluation will be conducted through group presentations, class
discussions, and peer reviews of proposed solutions. This sub-module aims not only to
educate about Al but also to ensure that participants can envision and plan for the practical
implementation of Al within current and future development frameworks.

Each participant is expected to be able to provide a thorough analysis of how Al may be
utilized to improve development and identify practical strategies for incorporating technology
into operations and current policy. Evaluation will take the form of group presentations, class
discussions, and peer review of proposed solutions. This sub-module intends not only to
teach participants about Al, but also to enable them to see and plan the deployment of
practical Al in framework work development that is already underway.

Specific Learning Objectives:

® |dentify challenges in various fields or countries that require automation and
decision-making support.

® Assess the current state of technology and data analysis that needs improvement
through Al solutions.

e Predict benefits and identify risks involved for policymakers and Al implementation.

e Explore key inputs and factors driving the implementation of Al solutions in
policymaking and operations.

Class Activity Suggestions:

® Discussion Starter: Ask participants to discuss where Al technology can be used in
the development sector. This discussion aims to trigger thoughts on practical Al
applications and facilitate a deeper understanding of how this technology can be
integrated into various development sectors.

Example of Responses / Questions from Training Participants:
What concerns you the most about the advent of Artificial Intelligence (Al)?

e Participant 1: “One thing | fear about Artificial Intelligence or Al is that there might be
images we cannot tell if they are real or fake. With such Al technology, we might
misinterpret what is real and what is fake, or vice versa.”

® Participant 2: “One of my concerns is how artificial intelligence can replace
researchers. There are now many [Al applications], like ChatGPT: we give a good
prompt, and the result is also good. This is one of the biggest issues in my field.”

e Participant 3: “In my opinion, the presence of Artificial Intelligence or Al raises
concerns about how Al can take our personal data without ethics. Additionally, Al is
considered by society to be capable of creating its own programs or data. So we don’t
know if it's fake news or not. Fake information spreads even faster. ”

e Another speaker who attended the Sub-module 1B session: “We want to create
proportional regulations that are in line with the risks: not too restrictive to stifle
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innovation, but not too loose so that the rights of society are not met. Therefore, we
will map out the greatest risks. This is why we will seek advice from practitioners who
use Al technology daily in their fields to map the risks, whether high or medium. We
will identify which risks we can tolerate and which we cannot. This can help us in
creating future programs.”

Documentation of Learning Activity:

Inputs Example:
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Innovation Power and Three Big Problems in Using Al for the Development
Agenda in Indonesia

)
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Governance Development
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In-depth Study Material

Group Work in Class 1: Identification of Al-Based Solutions

As a follow-up, participants will engage in Group Work in Class 1 using the
‘|dentification of Artificial Intelligence-Based Solutions’ Worksheet. Participants will be tasked
with thinking about opportunities for implementing Al solutions in their respective fields,
explaining the challenges and risks. This activity is designed to apply the concepts learned
in a practical and specific context according to their sector.

Activity Objectives:

e Deepening Practical Understanding: Enables participants to apply theory into real
and specific practice according to their respective sectors.

¢ |dentification and Analysis Challenge: Understand in depth the challenges that may
be faced in implementing Al solutions and how to overcome them.

Activity and Discussion:

Every participant is given a worksheet which aims to guide the process identification
solution Al. The worksheet is filled in a way independent of every participant for the specified
time, for about 20 minutes. This worksheet covers various aspects important like identification
problem, potency solution Al, estimation benefit, and discussion to challenge as well as risk
which could be faced.

After a period of filling in the worksheet independently, participants will then present
their thoughts in a large group discussion. At this stage, every participant presents their
findings and together with groups, they discuss and map out potential and interesting sectoral
solutions. Discussion not only aims to get feedback and perspective from colleagues, but also
for possible collaboration and deep brainstorming to look for solutions which are innovative
and effective.

Activity Outputs:

The results of this activity are expected to generate a series of personalized Al-based
solutions that are ready to be further explored or even implemented in the participants’
professional practices. The large group discussions are also anticipated to inspire new ideas
and fresh approaches that participants may not have considered when working
independently.

In this way, Group Work in Class - In-depth Study of Module 1 not only activates
knowledge but also facilitates the growth of professional and collaborative networks among
participants, paving the way for more responsible and effective Al innovation and
implementation across various fields.

Artificial Intelligence (AI) Training for Policymakers | 41



Documentation of Learning Activity:
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implementation at the stratagic level of ministries as policy makers

e Work on mapping the |dentification of Al-Based Solutions according to

groups

e Presentation in large groups alternately (5 minutes each group)
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Learning Materials

Module 1: Introduction About Artificial Intelligence (Al)
Material Reviewer: Beni Djohan (Aptaworks)

Sub-module 1A: What Is Artificial Intelligence (Al)?
Presenter: Alvin Raihan (Aptaworks)
e PDF Material (Indonesian) : Sub-modul 1A : Apa ltu Kecerdasan Artifisial (KA)?
e PDF Material (English) : Sub-module 1A: What is Al?
e Recording Material (YouTube): Sub-modul 1A: Apa ltu Kecerdasan Artifisial (KA)?

Sub-module 1B: Artificial Intelligence (Al) and Agenda Development
Presenter: Habib Abiyan Dzakwan, Centre for Strategic and International Studies (CSIS)
e PDF Material (Indonesian):
Sub-modul 1B: Kecerdasan Artifisial (KA) dan Agenda Pembangunan
e PDF Material (English):
Sub-module 1B: Al and Development Agenda in Indonesia’s Perspectives
e Recording Material (YouTube):
Sub-modul 1B: Kecerdasan Artifisial (KA) dan Agenda Pembangunan

In-depth Study Material: Group Work in Class 1:
Identification of Al-Based Solutions
Facilitators: Ivy Londa (harapura impact), Alvin Raihan (Aptaworks)
e Worksheet (Indonesian):
Diskusi Kelompok Identifikasi Solusi Berbasis Kecerdasan Artifisial (KA)
e Worksheet (English): Al Solution Identification

All learning materials for Module 1 can also be accessed via
https://link.harapura.com/FF-Al-Module1
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https://drive.google.com/file/d/1DFY1svze7P8xzYr73vDjol9jKJKLjaGk/view?usp=drive_link
https://drive.google.com/file/d/1L2ppFU5zrcDABtVM2LM1kNf_GwGJmxNV/view?usp=drive_link
https://youtu.be/Q3yWQQgKNog
https://drive.google.com/file/d/1c64q-grF9WDUnUFIhf6Ko8kI--wIRCNL/view?usp=drive_link
https://drive.google.com/file/d/1-swq6sM4uBlMG6usfqNmw4bXJMKRrYK4/view?usp=drive_link
https://youtu.be/q00elHcp-Ds
https://docs.google.com/presentation/d/1WBS14Ps_AhbuG3YAWjQVJPOImIdDUvMB/edit?usp=sharing&ouid=112374973052926236293&rtpof=true&sd=true
https://docs.google.com/presentation/d/1tWYraKuuB64VsIAWaoMNnCnf60fCI6Ox/edit?usp=sharing&ouid=112374973052926236293&rtpof=true&sd=true
https://link.harapura.com/FF-AI-Module1
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Module 2: Technology Policy
Focuses on Artificial
Intelligence (AI)

Module 2 from Atrtificial Intelligence (Al) Training for Policymakers is designed to
explore how Artificial Intelligence (Al) can be integrated in technology policy and its sectoral
application, highlighting responsibilities and ethical principles in its use. Sub-module 2A:
Artificial Intelligence (Al) and Technology Policy explore placement of Al in national
innovation and digital strategy, assessing aspects such as skills, infrastructure and use of
Al in the public sector. This approach underscores the importance of regulation and public
awareness in developing policies that support Al. Meanwhile, Sub-module 2B: Artificial
Intelligence (Al) and Sectoral Approaches focuses on the use of Al in high impact sectors
such as health and agriculture, discussing the risks, opportunities, and necessary policy
adjustments for each sector.

For Module 2, the training also includes an interactive activity, In-depth Study
Material: Online Group Work 1: Discussion of Module 2 - Equitable Policy Role
Discussion, providing participants with the opportunity to act as various policymakers in a
simulation of Al policy-making. This activity aims to enhance their understanding of the
dynamics and challenges in the implementation of this technology. This module aims to
strengthen participants’ understanding of responsive and responsible Al policies, as well as
facilitate active engagement in discussions and practical applications.

The rest, Module 2 also presents In-depth Study Material: Online Class 2 - A Policy
Comparative Study Focusing on the Use of Artificial Intelligence (Al) in Asia presents
exposure policy Artificial Intelligence (Al) ethical from India. Session filled by AAAPoMaNet
alumni, providing insight into benchmarks policy as a guest speaker. All activities in this
module are designed to strengthen participants’ understanding of responsive and responsible
Al policy development, while facilitating active involvement in discussion and practical
application.

General Learning Objectives:

Module 2 aims to understand how to position Al within technology policy. It focuses on
a sectoral approach to responsible Al. It models policy based on legal principles with a focus
on transparency and human rights. This module strengthens understanding of the importance
of effective regulation and multi-stakeholder engagement in developing and implementing
ethical and responsible Al policies.

46 | Artificial Intelligence (AI) Training for Policymakers



Adaptation Learning Suggestions:

The following learning adaptation suggestions are designed to ensure optimal participant
understanding:

¢ Refer to the national strategy for the implementation of Artificial Intelligence (Al) as a
foundational framework for discussing and understanding technology policy.

® Deepen participants’ understanding by studying successful technology policy
references, both domestic and international.

® Use case studies relevant to the participants’ institutions to provide practical and
applicable insights into Al policy implementation.

Sub-module 2A: Artificial Intelligence (AI) and
Technology Policy

Sub-module 2A focuses on integrating artificial intelligence (Al) into the technology
policy framework in Indonesia, emphasizing the need to catch up in Al adoption and develop
an Al ecosystem that balances innovation with risk mitigation. Participants will understand the
complexities of the relationship between Al and technology policy, and how these policies can
be directed to support innovation while ensuring transparency and respect for human rights.

The learning methodology in this sub-module involves comprehensive analysis of
successful national strategies, in-depth discussions on the implementation of existing
policies, and the application of relevant case studies. This is done to provide a strong
understanding of how Al can be tailored to various public sectors, ensuring that the
necessary infrastructure and skills are available, and meeting ethical and transparency
principles. Participants will be encouraged to compare various policies, assess their
effectiveness and efficiency in supporting the responsible development and implementation
of Al. Emphasizing the importance of policymaking that supports innovation while ensuring
security and fairness.

Specific Learning Objectives:

® Policy strategies to catch up in Al adoption with a focus on innovation strategies and
risk mitigation.

e Establishing policy domains such as skills, infrastructure, technology use in the public
sector, and regulation.

® Considering policy aspects such as skills, infrastructure, public sector use, regulation,
and Al ethical principles.

® The role of regulation and soft governance approaches in managing Al technology.

e Sectoral policy considerations for implementing Al technology with an emphasis on
transparency and human rights.
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Class Activity Suggestions:

e Discussion Starter: Reflection on policy compromises and instruments in the
implementation of Al-based technology policies.

Example of Responses / Questions from Training Participants:

® Participant 1: “Are there specific funding programs for artificial intelligence from the
government or third parties abroad that often become funding sources for local devel
opers in Indonesia?”

® Participant 2: “What are your views on the use of Artificial Intelligence (Al) in the con
text of bureaucracy, especially in elections? What are the appropriate criteria for using
Al in a political context?”

Documentation of Learning Activity:

DONESIA TERKAIT Al SAAT INI

donesia 2020

ai posisi dan rencana
lola ekosistem Al

gai pondasi dasar
la Al di Indonesia

s
lan harmonisasi kebijakan
ng-masing K/L.

Atiek Fadhilah

Atiek Fadhilah
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INDONESIA'S POLICY POSITION REGARDING Al CURRENTLY
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HOW TO DECIDE INDONESIAN Al POLICY PRIORITIES

Three approach policy:

* Governance = Policies that are oriented towards governance development and
implementation of Al in specific use cases.

* Enabler = Policy that focuses on giving support growth ecosystem local, both on
public Al use nor incentives and coaching for perpetrators business local.

* Regulation = focuses on regulation law on a real risk identified.
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Sub-module 2B: Artificial Intelligence (AI) and
Sectoral Approaches

Sub-module 2B in the Atrtificial Intelligence (Al) Training for Policymakers discusses a
detailed study on the application of Al in high-impact sectors including healthcare, agriculture,
and government services. This module focuses on developing strategic sectoral approaches
to Al implementation, with a particular emphasis on formulating policies that harmonize
innovation and risk mitigation. Transparency and appreciation of human rights are central to
this framework, ensuring that technology implementation is socially responsible.

The methodological approach in Sub-module 2B utilizes case studies on Al adoption
and governance across various sectors. Thus, training participants are expected to develop a
comprehensive understanding of the risks, opportunities, and dynamics of policymaking. This
includes the application of policies and regulations specifically tailored to each sector,
ensuring that policies and regulations are not only adaptive but also inclusive of various
stakeholders in the development of sectoral Al strategies.

In the sessions of the Artificial Intelligence (Al) Training for Policymakers held in
Indonesia, presenters are selected from high-impact sector practitioners. For example, we
invited experts who developed Al models in the healthcare sector, particularly in pathology
and disease detection. Similar explorations are planned for the education and finance sectors
in other training sessions, highlighting a broad and multidisciplinary approach to Al utilization.

Specific Learning Objectives:

® Provide an overview of the application of Artificial Intelligence (Al) in high-impact
sectors such as healthcare, agriculture, and government services.

e Examine case studies on the adoption and governance of Al in various sectors to

understand best practices and existing challenges.

Identify the risks, opportunities, and specific stakeholders associated with the

implementation of Al in particular sectors.

Analyze how policies and regulations can be tailored to the specific context of each

sector.

® Emphasize the importance of multi-stakeholder engagement in developing and
implementing effective Al strategies across various sectors.

Class Activity Suggestions:

® Small Group Discussion: Focus on sectors with high potential for Al to drive
inclusive development and discuss specific risks and opportunities

e On-site Polling: Identify sectors with high potential for Al use, helping to target areas
for strategic and innovative interventions.
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Example of Responses / Questions from Training Participants:

e Participant 1: “What has been your experience as a private sector developer in
integrating your technology with government-provided platforms?”

Documentation of Learning Activity:
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Al "outperforms' doctors in diagnosing breast and lung cancer
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In-depth Study Material

1. Online Group Work 1: Discussion of Module 2 - Equitable Policy Role Discussion

In Online Group Work 1, participants engage in role-playing activities to explore and
discuss the perspectives of various stakeholders involved in the implementation of Artificial
Intelligence (Al) in technology policy. Each group represents one of four stakeholders:
Government, Domestic Industry (Small, Medium, Enterprises / SMEs), Labor Unions and Civil
Society, and Large Technology Companies. Participants use the provided activity sheets to
analyze and discuss the policy priorities, challenges, and resources needed by their
stakeholder group.

Activity Objectives:

e Develop participants’ understanding of the different challenges and needs of various
stakeholders in the development of a responsible Al policy framework.

e Deepen participants’ insights into how policies can be shaped to support innovation
while mitigating risks and ensuring fairness.

Activity and Discussion:

This activity lasts for 90 minutes, beginning with group assignments and a brief
explanation of the issues and stakeholders involved. Each group has 25 minutes for
facilitated discussion in their breakout rooms to complete the worksheet related to their
respective stakeholder group. After the group discussions, participants return to the plenary
session to present their group’s findings, followed by an open discussion to explore the
similarities, differences, and compromises among the various stakeholder perspectives.

Activity Outputs:

The output of this activity is a presentation from each group outlining policy priorities,
key challenges, and recommendations for the stakeholder they represent. The results of
these discussions will be compiled into a document reflecting the various perspectives and
will be used to inform the development of more inclusive and balanced Al policies. The
plenary discussion following the presentations will help identify agreements and differences
among the groups, providing valuable insights for a comprehensive understanding of Al
policy dynamics.
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Documentation of Learning Activity
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Al in Tech Policy Activity: Role Play - Innovation with Equity

Aim: identify policy priorities and conundrums for different stakeholders with regard to developing policy frameworks for
Responsible Al

Tools / Resources: Four break out rooms, randomly assigned; Common problem Statement, Activity Sheet, and Fact
sheet for each group; 1 note-taker and presenter per break out room; 1 moderator per breakout room

Time: 90 min

®  ntroduction to activity and problem statement in plenary (10 min)
® Divide room into 4 break out room, each representing one of the following stakeholders.
O Government
O Domestic industry
©  Labor unions and Civil Society
©  Big Tech companies

®  Each group to identify its key policy priorities and challenges, from the perspective of the assigned stakeholder
group. (25 min).

®  Return to plenary. Presentation by each group ( 5 min each * 4 = 20 min )

®  Open discussion with aim of capturing points of convergence, divergence, and trade-offs. (35 min)
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Group 1

Stakeholder Group: Government

1.  What are the key priorities and issues of concern for your selected stakeholder group?
2. What are the main policy challenges for your stakeholder group?

3. What are the key resources, capacities and partnerships your stakeholder group needs to address these
challenges?

Group 1 Discussion Results (Government)

® Thereis a need tor the unification of mindsst across sl governmant woerk units o achieve the concept of Data as a
Service in Indonesia.

* How can we exchange data between units 5o that data processing and management are not silced in separate
sectars?

»  Sleps (hal can be laksen — the governmenl should provide space [or local Al develepment companies by offering
incentive schemeas.

o Ag aregulalon iUis necessary lo ensure Lhal he policies produced do nol overlap wilh the sxisling lechnological
advancements.

o Significant investmeant is neaded nol only rom developers (industne) bul also rom users, wilh a loous on
developing digilal lileracy.

s With many developrments still being dong in silos, the hope is that they can be unified and integratad with each
ulher,

Group 2 Discussion Results (Domestic Industry)

Key Priorities for SMEs:
e  SMEs still lack advanced technology; as business owners, they still have to think about profits for the sustainability
of the company.
e SMEs are less concerned with labor issues (as long as it's cheap and profitable, prioritizing company interests,
tending to neglect social aspects).
e SMEs believe that Al technology can help run their business: such as creating content, automating some tasks,
and improving efficiency.
Main Policy Challenges:
e Providing training for a large quantity of low-skilled labor — Scaling up talent who can analyze more deeply for
business interests (digital marketing analysis).
e  Government oversight of Al technology implementation to ensure safe Al technology providers. As service users,
SMEs need to feel secure (in terms of social responsibility).
e Regarding wages, if the workforce skills improve (and can support revenue), SMEs will not have difficulty meeting
the minimum wage (they will comply).
e Mitigating the entry of foreign products, whether Al implementation can advance domestic products (without closing
off foreign investment opportunities).
Resources/Partnerships to Support Challenges:
e Access to capital: assisted by the government.
e  Market access/expansion opportunities: collaboration with other large companies.
e Information infrastructure: cooperation for data utilization by the government (e.g., the Ministry of Village) with
companies needing market access/supply access. FR FORWARD (12

zznee fer all
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2. Online Class 2 - A Comparative Policy Discussion Focusing on the Use of Artificial
Intelligence (Al) in Asia

This material presents guidance on Al procurement by governments of other
countries. In this training, resource persons were selected from alumni of similar training from
the Africa-Asia Al Policymaker Network (AAAPoMaNet), a capacity building and peer learning
program for Artificial Intelligence (Al) Training for Policymakers from Ghana, India, Kenya,
Rwanda, Africa South, Uganda, and Indonesia.

This presentation from sources who have implemented Al technology policies in India
explores How policy procurement and framework Work ethics built for ensuring that
application technology the safe and ethical. Discussion includes aspects of regulation,
transparency, risk management, and integration of human rights in policy technology Al.

Activity Objectives:

e Provide participants with an understanding of how ethical and responsible Al
procurement policies are implemented in India. Participants will learn from concrete
examples about the steps taken to minimize risks and maximize the benefits of Al
implementation in government.

e Inspire participants on how they can apply similar principles in their own policy
contexts.

Activity and Discussion:

The speaker presents prepared material on the implementation of Al policies in their
country, followed by an open discussion. The Al policy themes are tailored to the selected
speaker. In the training held in Indonesia, a member of AAAPoMaNet from India provided an
overview and lessons on the guiding principles of Al procurement that have been
implemented in India, including the establishment of oversight bodies, tender processes, and
strict ethical criteria.

At the end of the session, participants are asked to reflect on the comparative study
they received from other countries to be implemented in the context of local regulations using
the “Policy Comparison Study” canvas. This worksheet helps participants formulate the
learning outcomes they gained from other countries.

Participant Program Training Question Example:
e Participant 1: “Did you develop an Al system and trains it locally, purchase one, or
obtain services from a foreign country?”

e Participant 2: “What policy recommendations or lessons should Indonesian
policymakers consider for developing a local Al talent pool?”
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Documentation of Learning Activity:

Build new institutions

Inputs Example:

The Guiding principles have 11 sub-principles

« Totality of responsibility e Essentiality

) Non-exploitation
« Human oversight

and determination Social responsibility
o Privacy and
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’ accountability « Professional competence
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Pre-procurement and @1—_,

planning guidelines

o=

Government department and nodal agency will need to assess available data along the following
points:

Data sensitivity Data quality

As more sensitive data is used, an escalating number

of checks need to be added to bolster security. Quality of data will shape effectiveness AT

solutions.
Meaningful consent should be taken if personal data is Biased data sets will have a negative effect on
being used and check the original purpose limitation historically or structurally disadvantaged individuals or
can apply to the AI application. communities.
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Procurement guidelines Y

Designing the EOI - Defining the problem and outcomes

Five main key considerations

Problem statement

Desired outcomes

Data availability
and conditions of
use

Describe
data
requirements

Acquire multiple
datasets

Specify challenges the department looking to address, limitations and additional functional
requirements. Describe why the department considers Al to be relevant and remain open to
alternative solutions.

Indicate clearly what outcomes it hopes to achieve using the Al solution. For e.g., the nodal agency
can say that the desired outcome is a 25% reduction in traffic violations.

Elaborate on the kind of data that currently exists in the EOI. Describe the data governance
framework covering data access, security framework, data storage capabilities and consent review
framework for personnel handling the data.

Describe the data requirements for the Al project. Draw on the insights from the pre-procurement
assessment report. Highlight the data limitations found and request vendors to describe their
strategies for addressing the shortcomings.

Recommend nodal agency insist on vendors train their learning Al algorithm on multiple data sets to
reduce bias.

Post-procurement guidelines

* %
. Must be tested in a sandbox environment before large scale The EC has the final say on
deployment so that any biases and faults can be rectified the larger deployment of the
, Develop or facilitate the development testing protocols by Al system to the general
nodal agency and EC including different data-sets that are: public
representative of the demographics that the Al solution is At the end of testing EC may issue the following
@ df o@tcomes:
JINECON Unconditional authorisation and the launch
socio-economic profiles of the community that will * of the Al application as-is.
o, ) . Conditional authorisation where the Al
interact with the Al solution application is launched only after
key performance indicators (KPIs) « implementation of recommended changes.
° No authorisation and the launch of the Al
clear definition of success or failure application is not allowed.
o]

measurement of outcomes.

The EC must also publish:

At'this stage the EC may determine the need for a third-party * reports on the progress

® test results

audit of the Al system. * outcomes achieved during the sandbox

testing phase to build confidence
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Group 1 - Financial Sector

Success Factors / Components - What
design tactors/considerations make a
policy solution successful?

= Government cormmitrient to
support the palicy
Readiness in terms of industry
and infrastructure (with ralated
institutions}

- Theinitial concept already exists
and has been discussed with the
industry for validation Policy
development begins with
collaboration with industry and
industry associations

Key Learnings - What did not go well
and can be improved?

- There are industries or business
models whose regulators cannaot
be directly determined
— a clear regulatory and
supervigory echeme has been
developed
Risks beyond contral (e.g.,
pandermic)

— graatly impact policy and may
need mitigation

- Levaling the playing field for
large industries and startups

Adaptation to Local Context - What do |
need to remermber to adapt this to my
context and situation?

= Awareness regarding technology:
from laroge industries, startups,
veers, and other beneficiaries not
only from the main sector but
also supporting sectors

- Irternet penetration vs. equal
distribution of infrastructure
penelration

- Leveling the playing field for
large incdustrizs and starlups
— far the main and suppaorting
sectors, and regional
{provineeregency/oily)

Group 2 - Education and Research Sector

Suooess Faclors { Componenls - Whal
dasign tactors/considerations make a
palicy solulion successiul?

Ethics Committes

Bottorm-up approach (from tha bottom,
without top-down commands)

Engapemenl wilh Privale Seclors

Fey Learnings - Whal did nol go well
and can be improved?

Engaging private sectar associations

From tha hottom, withoot  top-rown
commands, even if they don't yet have
national laws

Sandhox and  supervision  within &
cantrollad ecosysiem

tha

Adaplalion o Local Conlesxl - Whal do |

ne=d to remember to adapt this to my
conlesxl and siluation?

Ve already hawe a Mational Strategy
[Stranas), so we should optimize trom
Slranas.

In Stranes. there arz already seversl
points regarding competency
improyerTenl. Compelency
improvermenl usually comes Trom e
Ministry of Education and Culture and
Ministry of Communication and
Infarmation.

The Mational Reszarch and Innovation

Apency (BRIM) oan be ong ol Lhe

responsible  parlies,  bul L musl

collaborate with the requlators.

.
FiiR FORWARD — 1Z

e gk
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Learning Materials

Module 2: Technology Policy Focused on Artificial Intelligence (Al)
Material Reviewer: Beni Djohan (Aptaworks)

Sub-module 2A: Artificial Intelligence (Al) and Technology Policy
Presenter: Matheace Ramaputra (KORIKA)
e PDF Material (Indonesian):
Sub-modul 2A: Kecerdasan Artifisial (KA) dan Kebijakan Teknologi
e PDF Material (English):
Sub-module 2A: Indonesia Al Policy, Achieving Safe and Innovative Al
® Recording Material (YouTube):
Module 2A: Kecerdasan Artifisial (KA) dan Kebijakan Teknologi

Sub-module 2B: Artificial Intelligence (Al) and Sectoral Approaches
Presenter: Indarto (Neurabot)
e PDF Material (Indonesian):
Sub-modul 2B: Kecerdasan Artifisial (KA) dan Pendekatan Sektoral
e PDF Material (English):
Sub-module 2B: Al in a Sectoral Approaches
e Recording Material (YouTube):
Sub-modul 2B: Kecerdasan Artifisial (KA) dan Pendekatan Sektoral

In-depth Study Material: Online Group Work 1: Discussion of Module 2 - Equitable
Policy Role Discussion
Facilitators: lvy Londa, Patota Tambunan, Tiara Mahardika, Octa Ramayana
(harapura impact)
e Worksheet (Indonesian) : Diskusi Peran Kebijakan yang Berkeadilan
e Worksheet (English): Al in Tech Policy

In-depth Study Material: Online Class 2 - A Comparative Policy Discussion Focusing
on the Use of Artificial Intelligence (Al) in Asia
Presenter: Rama Devi Lanka (Government of Telangana, India)
e PDF Material (Only available in English):
Al Procurement Guidelines for Government
e Worksheet (Indonesian):
Studi Banding Kebijakan Berfokus pada Penggunaan Kecerdasan Artifisial (KA)
di Asia
e Worksheet (English):
Policy Study in the use of Al

All Learning materials for Module 2 can also be accessed via
https://link.harapura.com/FF-Al-Module2

60 | Artificial Intelligence (AI) Training for Policymakers


https://drive.google.com/file/d/1mtu0t2GqJmZRW9iKUAVeanfEjgI24zKj/view?usp=drive_link
https://drive.google.com/file/d/1WcKHNCpxUJG8OGP9pdxiA3KF_wvxJ4oe/view?usp=drive_link
https://youtu.be/rPyvVbLw9Xg
https://drive.google.com/file/d/1OGsDiNa2v5mFYOvVsg2c9-MRejRfcRun/view?usp=drive_link
https://drive.google.com/file/d/1zPDnN2el199d-7LDeu3UECrhcWszEI8K/view?usp=drive_link
https://youtu.be/ueF31WgeOlc
https://docs.google.com/presentation/d/1BAFORbsZWMwoxVqKQtbvWwe8lXe1GNDC/edit?usp=drive_link&ouid=112851297916068277898&rtpof=true&sd=true
https://docs.google.com/presentation/d/14k4EKpnpAcuxzCOAQARr-ksASSLCs7Wx/edit?usp=sharing&ouid=112374973052926236293&rtpof=true&sd=true
https://drive.google.com/file/d/1TYfjUx5xwNUbrlOYaT6eRnUqQavUuAdp/view?usp=drive_link
https://docs.google.com/presentation/d/1SIHADTYZZ6ujBxtsvar6Can9uwbg9l2t/edit?usp=drive_link&ouid=112851297916068277898&rtpof=true&sd=true
https://docs.google.com/presentation/d/1SIHADTYZZ6ujBxtsvar6Can9uwbg9l2t/edit?usp=drive_link&ouid=112851297916068277898&rtpof=true&sd=true
https://docs.google.com/presentation/d/16p5QpESXXYKpZW_vLaFEvbMRnsZw0vJJ/edit?usp=sharing&ouid=112374973052926236293&rtpof=true&sd=true
https://link.harapura.com/FF-AI-Module2
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Module 3: Government for
the Development of Ethical
Artificial Intelligence (AI)

Module 3 comprehensively explores key aspects in the development and
implementation of ethical Artificial Intelligence (Al) by the government. Sub-module 3A:
Data Management and Sharing discusses effective and ethical data management
strategies, introduces concepts such as data sovereignty and data localization, and
integrates perspectives from the Data Protection Law socialized in the Additional
Sub-module: Socialization of the Personal Data Protection Law by the Ministry of
Communication and Informatics. This approach emphasizes the importance of transparency
and accountability in data usage.

Moving on to Sub-module 3B: Artificial Intelligence, Ethics, and Human Rights,
this module examines the impact of Al on human rights and discusses ethical challenges
specific to developing countries, analyzing how Al affects social justice and privacy.
Additionally, the entire module is complemented with an In-depth Study Material: Group
Work in Class 2 - Case Study Discussion: Ethical Policy where participants will study
and discuss several global case studies involving ethical and human rights dilemmas. There
is also an In-depth Study Material : Online Class 3 - Discussion of Module 3: Gender in
Artificial Intelligence and Small Group Discussions with Community Group
Representation.

General Learning Objectives:

This module aims to explain how data is managed and shared among stakeholders.
Define the framework for data protection and usage that refers to general ethical guidelines.
Connect existing technology and planned technology usage to avoid discrimination and other
harms.

Adaptation Learning Suggestions:

e Referring to the national strategy for Al implementation, it is recommended that the
learning process synchronizes materials with the policies and action plans established
by the government, ensuring alignment and relevance with the national agenda.

e Studying technology policy references that have already been implemented provides
participants with the opportunity to understand best practices and lessons learned
from previous experiences in various jurisdictions.

® Using policy references related to human rights in the national context and its legal
foundation allows the integration of human rights principles that are consistent with the
values and legal norms prevailing in the country.
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Sub-module 3A: Data Management and
Sharing

This sub-module covers the importance of effective data governance and data sharing
in the context of using Artificial Intelligence (Al). It reviews three main themes: the basic
concepts of data management, including principles and frameworks such as data
sovereignty, cross-border data transfer, and data sharing models like data trusts. Further
explanations on the importance of data security, transparency, data minimization, and data
anonymization are provided to emphasize data protection and integrity in practice.

The methodology used in this session combines direct presentations and interactive
discussions, where participants are actively encouraged to identify and analyze various
aspects of data governance presented. With relevant and applicable examples such as
recommendation algorithms on social platforms, participants are trained to understand data
collection, usage, and sharing, as well as the responsibilities associated with this data.

Specific Learning Objectives:

® Provide an understanding of the basic concepts that include principles and
frameworks for data governance, data sovereignty, cross-border data transfer, and
data sharing models such as data trusts.

¢ Ensure participants can identify and apply best practices in data management for data
protection and security in data localization.

e Equip participants with the ability to design and implement effective and ethical data
protection policies by introducing essential data protection principles, including
transparency and openness, minimal data usage, accountability, consent and
management of high-risk information, data anonymization, as well as data security,
accuracy, and integrity.

e Provide a holistic and multicultural understanding of how data should be managed and
protected in various social and technological contexts through approaches to data
protection including group privacy and the philosophy of Ubuntuism, special
considerations for minors and consent issues, as well as the ethics of data collection
and usage from social media.

Class Activity Suggestions:

e Data Identification: The facilitator selects a feature from an application
(e.g., Facebook recommendations) and participants answer the following questions:
o What does the algorithm predict?
o What data is used for training and testing (if applicable: for prediction)?
O How is the data collected, used, and shared?
© Who manages the data collection and usage, and to whom are they
accountable?
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e Reflection: Consider potential data governance violations and how to correct or avoid

them.

e Examples of Data Management Relevant to Daily Life: Materials related to
end-to-end encryption, examples of Chatbot innovations for local use (Indonesia),
explanation of WhatsApp Communities features.

Example of Responses / Questions from Training Participants:

e Participant 1: “Can you provide your view on whether it is better to develop our own
algorithm to implement machine learning or Al in a Project Dashboard, considering
that once data is entered, ownership fully shifts to ChatGPT or Google?”

e Participant 2: “Can you provide your view on whether it is better to develop our own
algorithm to implement machine learning or Al in a Project Dashboard, considering
that once data is entered, ownership fully shifts to ChatGPT or Google?”

Documentation of Learning Activity:

Inputs Example:

Data/metadata and uses

il
" " [
Data
records A collectiaon of facts ar
desicriptions that represent actuzl
conditions or show an idea, objed,
candition or situation.

Mectadata
Infarmaticn N the form of 3 standard

ztructure and format to descrbe data,

=xplam data.

v

The walus of data ~sipanling ils
pefontizl use to gonoraie knowlodge:

" Alvancing he indoslry
prowiding insight inwo cuslomer
behavior and proforences, or

v ingrcasing e ellicesoy of
government serices, apening
Access b margica med
popes Ralivns, or racking
prograesireslization of SDGE.

Drztz is non-rival.
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Data governance
lechrncal o pohibcal recemimencalions (pohces, aees, nslilulions)
that regulate what can and cannct e cone with data.

aal /thly @

LIsing data e increase ecanamic Use of datz to advance Data protecticn from misuse,
procuctivity, building datz-based sccienal inaight and policy such as damaging atate
artie prenaurship. making security ar individual

pphaitalion.

Good catz governance can mprocve inclusive economic devalopmert and atbract
respansi bl fareign cirect mvestment {respansble FO.

Core Concepts of Data Protection _ _

Accountability Data subjact rights
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unaushonzod #cosss, zata

Why share data?

Local ‘ﬁ. International @

+ Enzble Al innovation and data-criven +  Training am Al system using comparative
services, locally data can improve the accuracy of an Al
+ Increase transparency ard accauntability. SyErem
which irm praves respansive governancs. +  Building callabaration babween caunirizs,
+  Crercarming knewledge inequal iy for research and innovalion purposes
[Esymmetry}) in socksty. +  Atbract Al-based FDI and drive ecanaric
gresvth

+  Bupport public participation and community
irrealvzment in public decision making. +  Supparts cross-border tranaactions ard

+  Support the devalopment of more inclusive trede
data-driven services.
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Additional Sub-module: Socialization of the
Personal Data Protection Law

In the Artificial Intelligence (Al) Policy Training Program for Policymakers held in
Indonesia, Module 3 also features an additional sub-module on the socialization of the
Personal Data Protection Law (UU PDP) No. 27 of 2022 by the Ministry of Communication
and Informatics. This material aims to provide a comprehensive understanding of the
principles and framework of personal data protection in Indonesia, strengthening awareness
of the rights and obligations related to personal data processing and the associated legal
implications.

This session uses a combination of presentations and discussions to explain the main
elements of the Personal Data Protection Law, including the definition of personal data, the
obligations of data controllers and processors, and the rights of data subjects. The
method includes detailed explanations of aspects such as transparency, data minimization,
and accountability in data processing. The presentation also involves relevant case studies
from the Human Resources Development Agency (BPSDM) of the Ministry of
Communication and Informatics to illustrate the practical application of data protection
principles in the context of government organizations. This helps participants identify and
understand practical ways of data protection and the actions that must be taken to ensure
compliance with regulations.

Specific Learning Objectives:

e Understanding and applying personal data protection principles in accordance with the
latest law (In this training, UU No. 27 of 2022)

® Analyzing and understanding the legal and ethical obligations of personal data
controllers and processors

® Deepening knowledge about the rights of data subjects and how personal data
protection affects trust and security in the digital ecosystem

Activity Learning Suggestions:

To enhance the effectiveness of learning in Module 3, which focuses on the

socialization of the latest regulations related to Artificial Intelligence (Al) in the training
country context, it is highly recommended that facilitators consistently update participants
with the latest information on relevant regulations. This updating is crucial to ensure
participants understand the current regulatory context. Furthermore, providing an in-depth
exploration of the key policies underpinning Al regulations is highly recommended. This
enables participants to gain broader insights into how these policies are formulated and their
impact on the implementation and evolution of Al.
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Documentation of Learning Activity:

Inputs Example:
Equality of Personal Data Protection
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STEF

STEP
01
Aspects of Personal Data Protection in Partnership
+  Processing of Personal Data must have a *  Personal Data Subject Rights must be
basis guaranieed
- Processing of Personal Dala must be limited, *  Persanal Data Security must be oratecied

specific, lawful and transparent
+ The purposes, Frocessing Aclivities and
Proleclion Failures of Personal Dae must ba

+  Processing of Personal Data shall only be _
o fiedd

carried owut for the purposes for which the

Personal Data 15 pracessed +  Personal Dats must be destroyed andior

erased after the retention perod expires or

= Accwuracy, completeness and consistency of UpCn recuest
Ferzonal Data =hall be ensured in accordance
with laws and regulations *  Processing of Fersonal Data is camed out

respansibly and can be clearly substantiated
« Al Personal Data Processing activities shall be
recorded

Sub-module 3B: Artificial Intelligence (Al),
Ethics, and Human Rights

Sub-module 3B delves into the deep interconnection between Artificial Intelligence (Al)
and Human Rights (HR). This material focuses on understanding how Al can impact human
rights and discusses the ethical issues that arise from the use of this technology. The
discussion includes potential dangers posed by Al systems, such as bias and discrimination,
as well as the human rights implications in the development and application of Al.

This material is delivered through a combination of conceptual presentations and
interactive classroom activities. Using a case study approach, participants are invited to
analyze real-world examples of Al usage that raise ethical issues, such as data misuse or
algorithmic discrimination. In classroom discussions, participants will learn how these issues
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are shaped by local, cultural, and political contexts and will discuss various possible solutions
to address these challenges. Key activities include small group discussions and Q&A
sessions where participants analyze the impact of Al technology on human rights and
consider approaches to integrating ethical considerations into policies and practices.

Specific Learning Objectives:

e Understand the various types of dangers that Al systems can pose, from technical
risks to broader social implications.

e |dentify human rights impacts at every stage of Al system production and deployment,
and understand how these issues are influenced by local historical, cultural, and
political contexts.

e Analyze the specific ethical challenges and issues faced by developing countries in
the adoption and regulation of Al technology.

e |dentify and explore various solutions and strategies to address the challenges and
issues arising from Al implementation, with the aim of creating more responsible and
sustainable practices.

Class Activity Suggestions:
® Discussion Studies Case - Ethical Policy: In small work groups (4-5 people),
participants are expected to consider various ethical principles contained in consti
tutions, national or regional development plans, or public service charters, and analyze
the relevance and application of these principles in the context of data and Al usage.

Example of Responses / Questions from Training Participants:

e Participant 1: “What does non-discriminatory data look like in Indonesia, considering
the diversity of ethnicities, races, archipelagos, and backgrounds?”

Documentation of Learning Activity:

o - - — - S —
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Inputs Example:

What are human rights?
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In-depth Study Material

1. Group Work in Class 2 - Case Study Discussion: Ethical Policy

This in-depth study on ethical Al policy is designed to provide a comprehensive
learning experience regarding ethical dilemmas and human rights issues related to the
implementation of Artificial Intelligence (Al). In this activity, participants are divided into small
groups to discuss a series of global case studies highlighting the ethical challenges faced in
the development and use of Al. Each group will individually read the case studies and then
discuss them together, using the “Ethical Atrtificial Intelligence Development” Worksheet to
analyze and apply ethical principles to the situations presented in the cases.

Activity Objectives:

® Understand and analyze various ethical dilemmas related to the use of data and Al
technology.

e Apply ethical principles in a practical context based on the case studies.

e Generate personal and group reflections on the ethical implications of using Al.

Activity and Discussion:

In small group work (4-5 people), participants will read a collection of global case
studies that present ethical dilemmas and human rights issues. Allow participants to read the
Case Studies individually for 15 minutes and then discuss each participant’s views within the
small group. Next, use the “Ethical Artificial Intelligence Development” Worksheet to apply
ethical principles in the use of data and Al to the issues presented in the case studies.
Participants can then write their reflections individually or as a group and share them in the
plenary forum.
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Activity Outputs:

The output of this activity will be a document completed by each group, documenting
the analysis and application of ethical principles in the use of data and Al. This document will
include specific recommendations for adapting or applying these principles in existing or
upcoming technology policies. The results of this work are expected to serve as a reference
in designing or improving policies that support ethical practices in the use of data and Al in
the participants’ respective organizations or regions.

Documentation of Learning Activity:

Inputs Example:

Case Study

Group 1: Danbar City (Crime)

Group 2: Healthcare Service Automation (Health)
Group 3: Education Optimization (Education)
Group 4: Buzzers and ChatGPT (Misinformation)
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Case 1

Original Source:
hitpe-faiethics princeton edufwp-content/uploads/sites/587 /20181 0/Princaton-Al-Ethics-Case-Study-6. pdf (Princeton
Case Study - Ethical Al)

Summanry:

The once-prosperous city of Danbar has faced significant challenges in recent decades, including deindustrialization,
rising religious tensions, and a growing budgel deficit. Many who had the means o immigrate have moved o
wealthier cities in the region, exacerbating the city's financial problems. The deteriorating social conditions in Danbar
have led to an increase in violent crime. A potential solution emerged through a meeting with Charles Prince, the
CEQ of Wales Consulting Group (WCG). WCG offered a solution through data analysis o help address the cily's
crime problams. WCG worked with data already collected by city agencies without storing or selling the data. Initially,
the program successiully reduced crime, but after some time, crime stalistics began to rise again. Ultimately. the city
adopted a more aggressive approach, targeting individuals deemead likely to commit crimes. The implementation of
these changes received significant public criticism.

Case 1

Discussion Questions:
Implications tor Individual Rights:
¢ Whal are lhe implicalions of using such & syslem on individoal righls? Ars the benelils and drawbacks of Lhis
sysbem likely o be distributed fairly? What biases and shortcomings might exist in this system, and what risks
mighl anse?
Compensalion and Benelils:

o  How might WG be expectad to be compensated besides money? Data? Experiance? Access? Reputational
gains? Conversely, whal does L mean lor he cily governmeanl 1o receive Al services [or ree? Whal obligations
might be placed on them?

Demotralic meolvement:

» |z tha dacizion of tha Ministar to aceept WEG's proposal without nonsulting cifizens ar othar officials through a
damocratic process considered legitimate? IF nat, what should the decision-making approach ba? Who are the
relevant stakehaolders that should be consulad?

Appraach to Porsarty:

» [T the algonithm predicts that people in poor communities are more likely 1o engage in crime, and if targated
intarvantions an membars of these communities prove affectve in reducing ovarall crima, does the stata have
the right to implamant such measuras? What balancing values might vou considar? For instance, how doas
thiz approach compare with traditional concepts of justice that demand punishment praportional to the crime
ang not basad on an individual's potential for committing cimea?

Case Presentation

Guidelines for Ethical Data and Al Use

2: Why and how are these ethical
principles suitable for application in
data and Al usage?

1: Ethical Principles (and their origins)

3: Have these principles been used in
the development of data, technology,
and Al usage policies so far?
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Case Presentation

Guidelines for Ethical Use of Data and Al Development

1: Ethical Principlas (and their arigins)

Minisier of Health Regulation Mo, 24
at 2022

2. Why and how are these ethical
principles suitable tor application in
dala and Al usage?

Im accordance with Minister of Health
Fegulation Mo, 24 of 2022, Paragragh
7. Section (2), the storage of
electronic madical records must
ensure the securty, integrity,
confidentialily, and availabilily of
medizal record dats.

The usa cf health data for Al must
reter bo this regulaticn.

Case Presentation

Guidelines for Ethical Use of Data and Al Development

1: Ethical Principles {and their arigins)

The Information and  Electronic
Transactions Law Moo 127 requires
transparency in informing users about
Row Al systems operate,

2. Why and how are these ethical
principles suitable for application in
dala and Al usage?

Data and Al can be used o violate
privacy, security, and human rights. and
Ihezy hava the polantial oo significantly
impact nurmar life.
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2. Online Class 3 - Discussion of Module 3: Gender in Artificial Intelligence and Small
Group Discussions with Community Group Representation

In-depth Study of Module 3 in the form of a presentation on Gender and Artificial
Intelligence (Al) is an essential part of the training program aimed at integrating gender
perspectives in the development and implementation of Al. This module explores how social
and gender biases can influence technology from the conceptualization phase to execution,
and how principles of sustainable and fair governance can be applied to address these
issues.

The presentation aims to provide a comprehensive understanding of gender dynamics
in Al technology through the use of interactive case studies, group discussions, and reflection
activities. Participants will engage in critical analysis of case studies depicting gender bias in
Al, followed by brainstorming sessions to identify practical solutions that can reduce bias and
enhance inclusivity in technology development. This module also includes discussions on
how good governance principles, such as transparency, accountability, and security, can be
integrated to support the ethical and fair implementation of Al.

Activity Objectives:

e Deliver a brief presentation on the perspectives of marginalized groups in the ethical,
inclusive, and sustainable implementation of Al.

e Provide an in-depth understanding of the role of gender and marginalized groups in
the context of Al technology.

® Present case examples or studies on how policies that consider gender and
marginalized groups can enhance the positive impact of Al technology.

Activity and Discussion:

IIn the Gender and Artificial Intelligence (Al) session of the training held in Indonesia,
the discussion focused on three case studies: the use of Al in worker recruitment by private
companies, the failure of facial verification for Prakerja registrants, and the threat of
Deepfake to news security and the women’s movement. Participants were given time to read
related news articles and express their opinions through a Zoom survey. The discussion then
questioned the potential negative impacts of Al use in the context of these case studies, as
well as the possible human rights violations. Questions were also raised about existing legal
regulations or policy proposals that could be taken to address these potential violations. This
discussion was guided by the presenter to deepen participants’ understanding.

Activity Outputs:

In preparing for this session, speakers should create presentation materials that align
with the event’s title and objectives to ensure the content is relevant and comprehensive. It
is important to ensure that the presentation materials are organized in a way that is easy to
follow for the online audience, with clear and structured delivery. Speakers are also
encouraged to bring strong case examples and data to reinforce the arguments and
recommendations presented during the session. Additionally, speakers should engage
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participants in discussions about Al misuse cases that have significant societal impacts, with

a special focus on gender and inclusivity perspectives. The presentation format is planned to
last for 20-30 minutes, followed by a Q&A or discussion session about case studies exploring
dilemmas in Al implementation that affect women, other gender minorities, and marginalized

communities.

Documentation of Learning Activity:

fy Meetings - Zoom X | ©) FAR Forward: Al Policymak. © X [k - a

You are viewing Fathimah Zahro's screen £ Rec

Tata Kelola Al

KOMINFO

1Inklusivitas
2.Kemanusiaan —
3.Keamanan

Dijelaskan 4.Aksesibilitas

1anan 5.Transparansi

6.Kredibilitas dan Akuntabilitas

7.Pelindungan Data Pribadi

8.Pembangunan dan Lingkungan Berkelanjutan

9.Kekayaan Intelektual

aill Alia Yofira ¥ GalbyR. Samhudi

Sri Ariyanti Ivy Londa

0 2 Q) t@ 1
A U

Inputs Example:

Principle System Manage A 1

Financial Services Authority (O]K) Ministry of Communication and Information
1. Grounded Pancasila 1. Inclusivity
2. Beneficial 2. Humanity
3. Reasonable And Accountable 1. Security
4. Transparent And Can
Explained 4. Accessibility
5. Toughness And Securiky 5. Transparency
6. Credibility And Accountability
7. Protection Data Fersonal
8. Development And Environment
Sustainable
9. Riches Intellectual
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This social logic causes

technology to become ¢
biased space.
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Learning Materials

Module 3: Government Ethical Development for Artificial Intelligence (Al)
Material Reviewer: Beni Djohan, Aptaworks

Sub-module 3A: Data Management and Sharing
Presenter: Beni Djohan (Aptaworks)
® PDF Material (Indonesian): Sub-modul 3A: Pengelolaan dan Pembagian Data
® PDF Material (English): Sub-module 3A: Data Governance and Sharing
e Recording Material (YouTube): Sub-modul 3A: Pengelolaan dan Pembagian Data

Additional Sub-module: Socialization of the Personal Data Protection Law
Presenter: Dr. Kautsarina (Ministry Communication and Informatics)
e PDF Material (Indonesian):
Sub-modul Tambahan: Sosialisasi Undang-Undang Perlindungan Data Pribadi
® PDF Material (English):
Additional Sub-module: Personal Data Protection Law
® Recording Material (YouTube):
Sub-modul Tambahan: Undang-Undang Perlindungan Data Pribadi

Sub-module 3B: Artificial Intelligence (Al), Ethics, and Human Rights
Presenter: Debby Kristin (EngageMedia)
® PDF Material (Indonesian):
Sub-modul 3B: Kecerdasan Artifisial (KA), Etika, dan Hak Asasi Manusia
® PDF Material (English):
Sub-module 3B: Al, Ethics, and Human Rights
e Recording Material (YouTube):
Sub-modul 3B : Kecerdasan Artifisial (KA), Etika, dan Hak Asasi Manusia

In-depth Study Material: Group Work in Class 2 - Case Study Discussion: Ethical
Policy
Facilitators: vy Londa and Patota Tambunan (harapura impact), Debby Kristin and Maria
Hattya Karienova (EngageMedia)
e Studies Case and Worksheet (Indonesian):
Studi Kasus Kebijakan Artifisial yang Etis
e Studies Case and Worksheet (English):
Al Ethics Case Studies

In-depth Study Material : Online Class 3 - Discussion of Module 3: Gender in Artificial
Intelligence and Small Group Discussions with Community Group Representation
Presenter: Alia Yofira Karunian (PurpleCode Collective)
® PDF Material (Only available in Indonesian):
Gender dan Kecerdasan Avrtifisial (KA)

All learning materials for Module 3 can also be accessed via
https://link.harapura.com/FF-Al-Module3
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https://drive.google.com/file/d/1MPxpW5w7M8BlXPTFmfQFU_U6ePBSjBH6/view?usp=drive_link
https://drive.google.com/file/d/1TVMfUzdcxbQVaBwucZC92VVry-oI1Wtn/view?usp=drive_link
https://youtu.be/RXKOKRGZuS0
https://drive.google.com/file/d/1H0JTc2JgXifYF8avgEynNP783y83A45p/view?usp=drive_link
https://drive.google.com/file/d/1wD08kfR_IgmTPtsbz8xibC9HWleXBk_s/view?usp=drive_link
https://youtu.be/6mWWfejbxFk
https://drive.google.com/file/d/1KA8JfifzQworQ8CY99OZUC5dwmHDlW0q/view?usp=drive_link
https://drive.google.com/file/d/1NLcAMLc7Hhx-xUUyYK9PfFc4ZrWOCKlg/view?usp=drive_link
https://youtu.be/xHo3uX_i9bg
https://docs.google.com/presentation/d/12vWyoeKhToP8E66GbHNalawQQDatXYpf/edit?usp=sharing&ouid=112374973052926236293&rtpof=true&sd=true
https://docs.google.com/document/d/1OkoWZrh3V2qHzvXK87LuQnfowg21wKMm/edit?usp=drive_link&ouid=111361629186672851318&rtpof=true&sd=true
https://drive.google.com/file/d/1B8EtxcMl_BXVMAvIguPzYQ9zJP7zPFg6/view?usp=sharing
https://link.harapura.com/FF-AI-Module3
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Module 4: Practical Use of
Artificial Intelligence (AI)

Module 4 of this program focuses on the practical uses of Atrtificial Intelligence (Al) to
support sustainable development, incorporating practical insights from experts and
practitioners. Sub-module 4A: The Use of Artificial Intelligence (Al) for Sustainable
Development explores the potential implementation of Al solutions for sustainable
development by discussing the importance of transparency, stakeholder participation,
algorithm accountability, and data protection. Additional sessions by practitioners building Al
solutions from the private sector offer pragmatic perspectives in the Additional Sub-module:
Artificial Intelligence (Al) Everywhere: Indonesia’s Today and Path Forward featuring
Nodeflux, a startup operating in Indonesia, as an example of Al usage for sustainable
development. This session highlights current and future trends of Al usage in Indonesia.
Sub-module 4B: Social Impact Assessment focuses on identifying and mitigating the
negative impacts of Al solutions. In this sub-module, participants can also engage in In-depth
Study Material: Group Work in Class 3 - Social Impact Assessment Matrix to help them
understand the types of impact risks that may occur in society.

General Learning Objectives:

This module aims to explore the potential uses of Al for sustainable development. It
emphasizes the importance of conducting social impact assessments and balancing the
social and commercial impacts of Al projects.

Adaptation Learning Suggestions:

To ensure that the lesson materials are relevant and easily understood by participants:
e Use examples and case studies from industries in Indonesia to make them more
relatable for participants.
e Use examples and case studies of Al solutions for Sustainable Development
implemented by other countries as benchmarks.
e Adjust case studies on social risks to align with current trends and conditions in
society.
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Sub-module 4A: The Use of Artificial
Intelligence (AI) for Sustainable Development

Sub-module 4A focuses on the utilization of Artificial Intelligence (Al) to advance the
Sustainable Development Goals (SDGs). This session explores the integration of Al
technology into development agendas, emphasizing the practical implementation of ethical
and rights-based frameworks in Al solutions.

The methodology of this sub-module prioritizes the “Principles to Practice” strategy
aimed at ensuring the tangible integration of development goals, rights, and ethics in the
implementation of Al. The discussion includes detailed aspects of transparency, participation,
accountability, and data protection. Transparency requires providing affected communities
with information about the Al systems that impact them, explaining how these systems work,
who develops and tests them, and ensuring that information and updates are available in
plain language. Participation and Co-design encourage the inclusion of affected groups in the
design and assessment of the Al system’s effectiveness, including consultations with
marginalized groups through civil society organizations to ensure that diverse inputs and
perspectives shape the technology’s development. Accountability addresses legal
protection against harm caused by Al systems, such as discrimination and privacy violations.
This includes mechanisms like third-party audits, regular updates, and the use of
interpretable Al models to ensure that decisions are understandable and justifiable. Data
Protection focuses on legal frameworks such as the Indonesian Personal Data Protection
Law to ensure that personal information is handled securely, with consent, and provides
mechanisms for data subjects to control their data.

Specific Learning Objectives:

e Ensure that the design process of Al solutions is carried out with transparency,
allowing all stakeholders to understand how the solutions are developed and how
decisions are made within the system.

® |ntegrate participation and active involvement of all parties affected by Al solutions to
ensure that their needs and inputs are considered in the development of the solutions.

® Enhance the accountability of Al algorithms by ensuring there is legal clarity if Al
solutions cause harm to affected parties, including establishing mechanisms for
complaint handling and redress.

® Develop and implement effective guidelines and agreements to protect the personal
data and privacy of affected parties, in accordance with applicable legal and ethical
standards.

e Explain the implementation process and lifecycle management of Al system solutions,
from the design, testing, deployment, to maintenance stages, to ensure that the
solutions operate effectively and ethically at all times.

Class Activity Suggestions:
® |ce Breaking: Start the session with an interactive quiz using platforms like Kahoot or

Quiz with questions about Al and the Sustainable Development Goals (SDGs). This
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quiz not only serves as a fun icebreaker but also helps assess participants’ initial
knowledge on the topic, preparing them for a more in-depth discussion.

¢ Discussion Starter: The facilitator invites all participants to engage in an open
discussion about the potential and challenges of using Al to support the SDGs. This
discussion can begin by asking participants for their opinions or experiences related
to Al projects they know of or have been involved in. The goal is to gather various
perspectives and understand participants’ perceptions of Al's impact on social,

economic, and environmental development.

Documentation of Learning Activity:

Inputs Example:
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that Al developers can take into account in the context of data privacy
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Example - Collaboration Framework and Data Contracts
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Additional Sub-module: Artificial Intelligence
(AI) Everywhere: Indonesia’s Today and Path
Forward

In Additional Sub-module: Atrtificial Intelligence (Al) Everywhere: Indonesia’s Today
and Path Forward, private sector practitioners like Nodeflux provide examples of Al
implementation in developing and promoting the Sustainable Development Goals (SDGs) in
Indonesia. The speaker explains how Nodeflux, as an industry leader in Al in Indonesia,
utilizes this technology to address various social and infrastructure challenges.

The approach taken in this module is through the presentation of real case studies where Al
has been applied to bring about positive change. Some examples of applications discussed
include:

e Security and Surveillance: During the 2018 Asian Games, Al technology from
developers was used to enhance security by monitoring and analyzing visitor data in
real-time.

e Traffic Management: During the homecoming period, Al technology from developers
helped manage traffic density and parking slot accessibility using Al systems, reducing
congestion and improving movement efficiency.

® Pandemic Prevention: In East Java, Al facial recognition technology was installed to
detect mask usage and assist the government in monitoring compliance with health
protocols.

Specific Learning Objectives:

This module aims to demonstrate how Al solutions can be used to address
socialchallenges, advance sustainable development, and support government policies.
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Activity in Class Suggestion:

® Reflection: Each participant is asked to conduct a brief reflection on what they have
learned and how they can apply these insights in their own work. Participants can
be asked to consider factors such as Sustainable Development Goals targets, the
technology to be used, potential partners, and the expected impact. These reflections
can be shared in a group forum or submitted to the facilitator as feedback on the

session.

Documentation of Learning Activity:
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Sub-module 4B: Social Impact Assessment

Sub-module 4B aims to provide an in-depth understanding of Social Impact
Assessment (SIA) in the context of using Artificial Intelligence (Al). This module is designed
to teach participants how to assess and address potential negative impacts arising from the
implementation of Al solutions, focusing on creating responsible and ethical solutions.

In Sub-module 4B, the adopted methodology combines theoretical analysis and practical
application to examine the social impact of Al usage. This includes a comprehensive
assessment of how Al affects individuals, groups, and society as a whole. Participants are
taught to evaluate Al impacts through a series of case studies highlighting individual,
collective, and social harms. This approach helps understand the immediate and long-term
consequences of Al implementation, focusing on identifying, analyzing, and developing
mitigation strategies to minimize harm while maximizing social benefits.

Specific Learning Objectives:

® Explain the harm or detrimental actions to affected parties in the context of Al
solutions.

® Components of Social Impact Assessment (SIA).
Principles to be prioritized when conducting Social Impact Assessments.

® Develop participants’ ability to identify and assess the social impact of Al
implementation, with a specific focus on potential negative impacts and mitigation
strategies.

® Teach participants how to apply critical and analytical thinking in the context of Al
technology and its social impact.

Class Activity Suggestions:
® Group Work: Ask participants to analyze and present the potential negative impacts

of Al solutions using a provided template, deepening practical and specific
understanding related to their respective sectors.

Documentation of Learning Activity:
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Inputs Example:

Definition (Smuha)

o |ndividual harm: occurs when one or more interests (loss of or damage to a person's
rights, property. ar physical or mental well-being) are viclated.

» Collective harm: occurs when one or more collective interests or a group of individuals
are unlawfully thwarted. Just as a collective consists of a number of individuals, so too
does this loss consist of a number of losses suffered by each member of the collective.

& Social harm: occurs when one or more societal interests are unlawfully thwarted. In
cantrast to the above, sacial harm is not related to the interests of certain individuals or
the interests shared by a group of individuals. Cn the cantrary, this involves harm to the
interests of society at large, beyond individual interests.

Risk assessment;

Problematization: Automated decision making by Al
systems
How they handle:

= Mandatory risk assesament for systems that

automate decision making
What goal: help departments and agencies better
understand and manage the risks associated with
Algorithmic Impact automated decision-making systems
Assessment The result: The assessment score is based on

many factors, including system design, algorithms,
decision type, impact, and data.

In-depth Study Material

Group Work in Class 3 - Social Impact Assessment Matrix

As an in-depth classroom activity, Group Work can be conducted by dividing
participants into 4 groups, with each group given a specific Al use case theme: Crime,
Healthcare Automation, Education, and Disinformation. They will use the Social Impact
Assessment Matrix to analyze and map the potential negative impacts or harms that may
arise when Al solutions relevant to their theme are used on a large scale in society.
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Activity Objectives:

e |dentify the social impacts that may arise from the use of Al in specific contexts such
as Crime, Healthcare Automation, Education, and Disinformation.

e Using the Social Impact Assessment Matrix canvas, participants will conduct a
systematic and structured analysis to map and evaluate negative impacts.

Activity and Discussion:

As an in-depth classroom activity, Group Work - Social Impact Assessment (SIA) can
be conducted by dividing participants into 4 groups, with each group given a specific Al use
case theme: Crime, Healthcare Automation, Education, and Disinformation. Participants will
use the “Social Impact Matrix” Worksheet to analyze and map the potential negative impacts
or harms that may arise when Al solutions relevant to their theme are used on a large scale
in society.

Each group receives a worksheet to be completed based on the assigned theme.
Group discussions are conducted online for 20 minutes, during which group members work
together to fill out the Social Impact Assessment Matrix in the provided template. After the
discussion, each group has 5 minutes to present their findings to all participants in the
training session. This presentation includes the identification of impacts, sources,
measurements, and appropriate mitigation strategies related to the case they analyzed.

Activity Outputs:

The output of this activity is a series of presentations produced by each group,
reflecting their analysis of the social impacts of Al according to the given case theme. Each
presentation will include an evaluation of individual, collective, and social impacts, as well as
recommendations to address negative impacts. The documents and slides generated from
this activity will contribute to participants’ overall understanding of how to assess and respond
to challenges arising from the use of Al in various social contexts.

Documentation of Learning Activity:
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Inputs Example:

Social Impact Matrix - Amplifying Benefits - Use Case 1

Apply the following Social Impact Matrix to an Al use-case that could be piloted in your country.

Individual Collective Societal

Type of Benefit

Source of Benefit

Measure of Bencflt

Ampliflcation of
Benefit

Discussion

What are the key priorities and challenges for governments,
businesses and civil society in balancing Al innovation for
economic growth and equity?

Do they align with one another? What are the points of
divergence? What are the trade-offs?
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Learning Materials

Module 4: Practical Use of Artificial Intelligence (Al)
Material Reviewer: Beni Djohan, Aptaworks

Sub-module 4A: The Use of Artificial Intelligence (Al) for Sustainable Development
Presenter: Muhammad Reza Muztahid (UN Global Pulse)
e PDF Material (Indonesian):
Sub-modul 4A: Penggunaan Kecerdasan Artifisial (KA) untuk Pembangunan
Berkelanjutan
e PDF Material (English):
Sub-module 4A: Use of Al to Support Sustainable Development Goals
e Material Recording (Youtube):
Sub-modul 4A: Penggunaan Kecerdasan Artifisial (KA) untuk Pembangunan
Berkelanjutan

Additional Sub-modaule: Artificial Intelligence (Al) Everywhere: Indonesia’s Today and
Path Forward
Presenter: Meidy Fitranto (Nodeflux)
e PDF Material (Indonesian):
Sub-modul Tambahan: Kecerdasan Atrtifisial (KA) Di Mana Saja di Indonesia Masa Kini
dan Masa Mendatang
e PDF Material (English):
Additional Sub-module: Al Everywhere: Indonesia Today and Path Forward
e Material Recording (Youtube)
Sub-modul Tambahan: Kecerdasan Artifisial (KA) Di Mana Saja di Indonesia Masa Kini
dan Masa Mendatang

Sub-module 4B: Social Impact Assessment
Presenter: Maria Hattya Karienova (EngageMedia)
e PDF Material (Indonesian): Sub-modul 4B: Penilaian Dampak Sosial
e PDF Material (English): Sub-module 4B: Social Impact Assessment
e Recording Material (YouTube): Sub-modul 4B: Penilaian Dampak Sosial

In-depth Study Material: Group Work in Class 3 - Social Impact Assessment Matrix
Facilitators: Ivy Londa and Patota Tambunan (harapura impact), Debby Kristin and Maria
Hattya Karienova (EngageMedia)

e Worksheet (Indonesian): Matriks Penilaian Dampak Sosial

e Worksheet (English): Social Impact Matrix

All learning materials for Module 4 can also be accessed via
https://link.harapura.com/FF-Al-Module4
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https://drive.google.com/file/d/1vEJb6VsZvbT3EzIGv8nfVNwh74GkqVMe/view?usp=drive_link
https://drive.google.com/file/d/1vEJb6VsZvbT3EzIGv8nfVNwh74GkqVMe/view?usp=drive_link
https://drive.google.com/file/d/1tHx-4vMyu6QOWtrml8Oh6OEtNjtDzT_I/view?usp=drive_link
https://youtu.be/tOwPTaLn2SU
https://youtu.be/tOwPTaLn2SU
https://drive.google.com/file/d/1g1QMJ0ZM_HFui-Aoyywn5MOEfifqY9QN/view?usp=drive_link
https://drive.google.com/file/d/1g1QMJ0ZM_HFui-Aoyywn5MOEfifqY9QN/view?usp=drive_link
https://drive.google.com/file/d/1ShXIsP_K1zqXbK4k38JAUkgxcTfk-tRg/view?usp=drive_link
https://youtu.be/_J5mLklQrnk
https://youtu.be/_J5mLklQrnk
https://drive.google.com/file/d/1YxHH7kCYEUyzByLiWkQNv17RlA55RTd4/view?usp=drive_link
https://drive.google.com/file/d/1NVICJ6DUNM0SX7acjY-QDMofWT5cMzJB/view?usp=drive_link
https://youtu.be/XasOgsaSHGw
https://docs.google.com/presentation/d/1FHGkJZfGFtyOYpseZ9V94_kHYSwIxfdI/edit?usp=sharing&ouid=112374973052926236293&rtpof=true&sd=true
https://docs.google.com/presentation/d/1FHGkJZfGFtyOYpseZ9V94_kHYSwIxfdI/edit?usp=sharing&ouid=112374973052926236293&rtpof=true&sd=true
https://link.harapura.com/FF-AI-Module4
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Module 5: Institution
Readiness for Artificial
Intelligence (AI)
Implementation

Module 5 of the Artificial Intelligence (Al) Policy Training Program for Policymakers
focuses on preparing institutions to effectively and responsibly implement Al solutions. This
module is divided into two critical sub-modules and an online group work session that
integrates the knowledge gained in a real-world context. Sub-module 5A: Readiness for
Artificial Intelligence (Al) Implementation provides a methodology to assess how ready
policymakers are to implement Al solutions, exploring factors such as the ability to execute Al
strategies, existing infrastructure and data, as well as supporting policies and public
resources. Sub-module 5B: Building A Responsible Artificial Intelligence (Al)
Ecosystem discusses the development of an Al ecosystem that involves various
stakeholders to create an inclusive and trustworthy environment.

The module concludes with In-depth Study Material: Online Group Work 4:
Institutional Readiness Analysis for Artificial Intelligence Technology Implementation,
which invites participants to complete a provided worksheet to analyze and discuss the
readiness of their respective institutions in implementing Al technology, helping to ensure that
policymakers have a strong understanding of the steps that need to be taken before widely
adopting this technology.

General Learning Objectives:
This module aims to assess the government’s resources and capabilities to implement
Al solutions. Identify the conditions and needs of government institutions comprehensively.

Build an ecosystem for various stakeholders in different fields by adhering to ethical Al
practices.

Adaptation Learning Suggestions:
® Assess the readiness of each institution according to their specific conditions

® Review the existing ecosystem in accordance with the guidelines
e Emphasize an interdisciplinary approach in creating Al solutions
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Sub-module 5A: Readiness for Artificial
Intelligence (AI) Implementation

Sub-module 5A examines the readiness of institutions to implement Al solutions using
methods that ensure all affected parties are involved ethically and responsibly. The methods
used in this module involve a comprehensive assessment of research and development
capabilities, infrastructure and data, as well as governance and public facilities that support
the implementation of Al solutions. Additionally, this module explores the Digital Maturity
Model, which helps assess how well Al technology can be integrated into the daily
operations of institutions. This methodology is supported by case studies from the public
sector to demonstrate real-world Al applications and allow participants to understand best
practices and the challenges that may be encountered during the implementation process.

Specific Learning Objectives:

The goal of this module is to provide definitions and measures of readiness for
policymakers in implementing Al solutions, with an emphasis on the ability to execute
effective and fair Al strategies:

e Definitions and measures of readiness for policymakers to implement Al solutions

® The ability to execute Al strategies, including explanations of research and
development capabilities, infrastructure and data, and governance and public facilities
to implement Al solutions

® Digital Maturity Model for Al solutions

® Case studies on the procurement or implementation of Al solutions in the public
sector as a measure of policymakers’ ability to implement Al solutions

Class Activity Suggestions:

® Discussion Starter: In this session, participants are invited to reflect on their
institution’s readiness to adopt Al technology. Give participants time to contemplate
these three questions. They can discuss them with their neighbor or directly with the
facilitator. Encourage participants to formulate their responses before returning to
the plenary for further discussion. When designing discussion starter questions for Al
policymaker training, the following guidelines can be integrated to facilitate productive
and reflective discussions:

o Automation and Optimization:
“What aspects of our operations should be automated? What do we want to
speed up and optimize? Reflect and discuss which processes or systems need
efficiency through automation, and how this could impact overall productivity.”

o Evaluation of Current Practices:
“What do we want to eliminate from current practices? For example, in the
context of stakeholder contact data collection, is there excessive paperwork
that we can reduce? Discuss the potential elimination of redundant or
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inefficient processes.”

o Impact on Identity and Function:
“‘How do the goals we integrate into automation technology shape our identity
and the way we function, both as individuals and collectively? Reflect and
discuss how this technology reflects and influences our values and policies.”

Example of Responses / Questions from Training Participants:

® Participant 1: “I would like to propose the development of an Artificial Intelligence (Al)
system to improve the quality of research in Indonesia. One of the challenges is that
research is still fragmented in terms of data and organization. As a consideration,
these discussion questions could also be posed to representatives from ministries that
have their own research institutions, as various perspectives need to be considered.”

® Participant 2: “| have concerns about data security when printing personal data, as
| am not entirely sure whether the personal data will be secure or spread out.
Additionally, in the case experienced by lecturers, | found administrative complexities,
such as using platforms like SINTA and others. Therefore, it is important to integrate
administration for efficiency, as well as the readiness of policymakers regarding data
security and integrated system integration.”

Documentation of Learning Activity:
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Sub-module 5B: Building a Responsible
Artificial Intelligence (AI) Ecosystem

This sub-module aims to strengthen participants’ understanding of building a
responsible and inclusive Al ecosystem. It focuses on enhancing trust in institutions and
organizations that implement Al solutions, explaining the structure of the Al ecosystem,
mapping and roles of stakeholders, and how interactions between stakeholders can create
an active and trustworthy ecosystem.

The methodology used in this sub-module focuses on a multi-stakeholder approach to
integrate diverse views into the Al ecosystem, ensuring the involvement of all relevant
parties. The multi-stakeholder approach involves government, industry, academia, society,
and media to create an inclusive and collaborative environment, allowing various
perspectives and expertise to contribute to the development and implementation of Al.
Stakeholder mapping is a key step to identify, understand roles, and assess the influence of
stakeholders, which is vital in designing inclusive and effective policies. Policy development
emphasizes the formulation of policies and regulations that support ethical and responsible
Al, using practical examples and standards set by global organizations and policy
development institutions. Each aspect of this methodology is designed to ensure that the Al
ecosystem built is not only technically advanced but also socially sustainable and ethical.

Class Activity Suggestions:

¢ Interactive Discussion: Participants are invited to discuss the question, “Who can be
trusted and what instruments are important to support responsible Al?” This helps
understand the expectations of various stakeholders and identify steps that can be
taken to strengthen trust in the use of Al.

Example of Responses / Questions from Training Participants:

e Participant 1: “Most of the issues related to artificial intelligence seem to be about
bias. | see it as an assessment problem because we only have a checklist. There’s a
checklist, some are ready, and some are not. But, we never have a well-organized
community. So, even if everything is ready, it's not necessarily usable. How can we
handle situations like this?”
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Documentation of Learning Activity:
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In-depth Study Material

Online Group Work 4: Institutional Readiness Analysis for Artificial Intelligence
Technology Implementation

Online Group Work 4 is a crucial session in the training process, where participants
are asked to analyze and discuss their respective institutions’ readiness to implement
Artificial Intelligence (Al) technology. Using the “Institutional Readiness Assessment” as a
guide, participants will fill out the provided canvas to identify and map stakeholders and
assess their readiness for Al policies.

Activity Objectives:

® Help participants understand and evaluate the critical institutional readiness factors
for the successful implementation of Al technology. This includes identifying existing
resources, potential challenges, and areas that require development or improvement.

® Promote a better understanding of how interactions among stakeholders can influence
the development and implementation of effective Al policies.

Activity and Discussion:

Participants will work in small groups online using the Zoom platform. They will be
divided into small groups (4-5 people) and directed to fill out the “Institutional Readiness
Assessment,” which includes various training module templates with the facilitator. For
Module 5, the focus is on the “Implementation Readiness Framework” and “Stakeholder
Matrix,” where participants must fill out information related to their institution’s readiness and
conduct stakeholder mapping. The results from each group can be brought together in a
plenary discussion to exchange views on the outcomes of their group discussions.

Activity Outputs:

The output of this activity is a completed document that includes the participants’
institutional readiness evaluation for Al implementation. This document will cover stakeholder
identification, assessment of infrastructure readiness, human resources, and other technical
aspects, as well as follow-up plans to address areas needing development. This document
can then be part of the institution’s action plan to enhance their readiness for adopting Al
responsibly and effectively.
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Implementation Readiness Framework - GROUP 1 - Financial Sector
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Learning Materials

Module 5: Institution Readiness for Artificial Intelligence (Al) Implementation
Material Reviewer: Beni Djohan, Aptaworks

Sub-module 5A: Readiness for Artificial Intelligence (Al) Implementation
Presenter: Meyda Nento (UNESCO)
e PDF Material (Indonesian):
Sub-module 5A : Kesiapan untuk Implementasi Kecerdasan Artifisial (KA)
® PDF Material (English): Sub-module 5A: Al Readiness
e Recording Material (YouTube):
Sub-modul 5A: Kesiapan untuk Implementasi Kecerdasan Artifisial (KA)

Sub-module 5B: Building a Responsible Artificial Intelligence (Al) Ecosystem
Presenter: Dr. Ayu Purwarianti (Prosa.ai)
e PDF Material (Indonesian):
Sub-modul 5B: Membangun Ekosistem Kecerdasan Artifisial (KA) yang Bertanggung
Jawab
e PDF Material (English): Sub-module 5B: Building an Ethical Al Ecosystem
e Material Recording (Youtube):
Sub-modul 5B: Membangun Ekosistem Kecerdasan Artifisial (KA) yang Bertanggung
Jawab

In-depth Study Material: Online Group Work 4: Institutional Readiness Analysis for
Artificial Intelligence Technology Implementation
Facilitators: Ivy Londa, Patota Tambunan, Tiara Mahardika (harapura impact)

e Worksheet (Indonesian): Diskusi Peran Rencana Implementasi

e Worksheet (English): Stakeholder Matrix

All learning materials for Module 5 can also be accessed via
https://link.harapura.com/FF-Al-Module5
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https://drive.google.com/file/d/1CfRkiF1rKKLj-Pm5lDAo28m7sHvCQuWc/view?usp=drive_link
https://drive.google.com/file/d/1Kz7ERS1X1wQGb0AxH_fkq8ky_aUfB646/view?usp=drive_link
https://youtu.be/Ykum_lavcps
https://drive.google.com/file/d/1IWWltuXSFDYCGGyVJuC9LJLpN8Z0k2zc/view?usp=drive_link
https://drive.google.com/file/d/1IWWltuXSFDYCGGyVJuC9LJLpN8Z0k2zc/view?usp=drive_link
https://drive.google.com/file/d/1KTdt1-N5j4prZapC_tmJjwsSraqSptO9/view?usp=drive_link
https://youtu.be/JE6Q_AqkFls
https://youtu.be/JE6Q_AqkFls
https://docs.google.com/presentation/d/1n0qXEe6mkPo1O_TGP5JrCnQ8_AYjs77e/edit?usp=drive_link&ouid=112851297916068277898&rtpof=true&sd=true
https://docs.google.com/presentation/d/1nT4kD_T_vM4tC4C6j7VlRKoWD3LLmNQ1/edit?usp=sharing&ouid=112374973052926236293&rtpof=true&sd=true
https://link.harapura.com/FF-AI-Module5
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Policy Showcase

The Policy Showcase is one of the events in the Artificial Intelligence (Al)
Training for Policymakers in Indonesia. In this event, participants have the opportunity to
present initiatives or regulatory frameworks that they have developed or are currently
developing within their organizations. This event serves not only as a platform to highlight
innovative new policies but also as a forum for dialogue and the exchange of best practices
among participants.

Objectives of the Policy Showcase:

e Enhance Insight: Provide a deep understanding of various policy initiatives from
different sectors and organizations.

e Facilitate Dialogue: Encourage discussion and constructive feedback from various
stakeholders to enrich the sustainable policymaking process.

®* Promote Innovation: Enable policymakers to showcase and gain recognition for their
innovative efforts in implementing Al.

This Policy Showcase uses the following event format:

e Presentation Sessions: Three to five speakers from various organizations will
present the objectives, rationale behind the development, and the expected impact of
the policies introduced.

e Open Discussion: Following the presentations, a Q&A session will be held to further
discuss the challenges and solutions in implementing these policies.

e Participant Interaction: Participants will have the opportunity to interact directly with
the presenters and other participants to exchange ideas and explore potential
collaborations.

By organizing the Policy Showcase, this training program not only supports effective
knowledge transfer but also fosters a dynamic community of practice in the field of Al policy.

Topic Example:

Examples of topics discussed can vary, based on the sector of the participants involved
during the training. In the training in Indonesia, the topics discussed included:

1. Banking Digital Transformation Policy: Presented by Irawan Muhammad from the
Department of Banking Regulation and Development, Financial Services Authority
(OJK).

In the presentation on the Banking Digital Transformation Policy, several key points
were discussed. Firstly, the potential and challenges of digitalization in Indonesia, where a
majority of the population has a high level of technological literacy but there is still a lack of
financial literacy. The presentation also covered the development of the digital economy in
Indonesia, which shows an increase in e-commerce transactions and other sectors. The
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challenges of digital transformation faced by the Financial Services Authority (OJK) include
data security risks, cyber-attacks, uneven communication infrastructure, inadequate
regulations, and low digital financial literacy.

There are also six main aspects that serve as a reference for banking in conducting
digital transformation, such as data protection, appropriate technology architecture,
collaboration, risk management, institutional order, and customer experience. Additionally, the
presentation discussed OJK regulations related to banking digital transformation and the use
of artificial intelligence (Al) in banking services, including account opening, customer service
chatbots, protective actions, and fraud detection. However, there are also challenges in the
use of Al for banking, such as ethical issues, fairness, transparency, the role of humans, data
quality, model security, human resource management, compliance with policies, and access
stability.

2. Optimizing the Role of Artificial Intelligence in the Indonesian General Election:
Presented by Silvi Fitri Ayu, Expert Staff for Commission Il of the House of
Representatives of the Republic Indonesia.

In the Policy Showcase session on “Optimizing the Role of Al in Indonesia’s General
Election,” several key points were discussed. Firstly, three important elements in the general
election in Indonesia were presented: the election organizer (KPU), the election supervisor
(BAWASLU), and election participants (political parties, legislative candidates, presidential
candidates, and the public as voters). Then, examples of Al use in the 2024 election were
explained, including the role of Al in political campaigns, the Al election application as a
political consultant for legislative candidates, and the use of public figures as campaign tools.
This was followed by a discussion of the risks of using Al in political campaigns, the use of Al
by KPU and BAWASLU in elections, and the steps taken by the DPR regarding Al regulations
in the general election. This presentation outlined the important role of Al in the context of
Indonesia’s general election and the challenges and solutions that need to be considered by
various related institutions.

3. Circular Letter of the Ministry of Communication and Information Technology
No. 9 of 2023 on Artificial Intelligence Ethics: Presented by Diah Yuniarti from the
Ministry of Communication and Information of the Republic of Indonesia.

The final Policy Showcase session discussed the purpose, targets, legal basis, and
contents of the Circular Letter of the Ministry of Communication and Information Technology
No. 9 of 2023 on Artificial Intelligence (Al) Ethics. The purpose of this circular letter is to serve
as a guideline in formulating internal policies for companies and Electronic System Providers
(PSE) regarding data and Al ethics, as well as providing ethical principles for business
actors involved in Al programming activities. The targets of this circular letter include
Al-based programming business actors, both in the public and private sectors. The legal
basis for this circular letter includes Law No. 19 of 2016 on information and electronic
transactions, Law No. 27 of 2022 on personal data protection, and regulations related to the
implementation of electronic systems.

The contents of Circular Letter No. 9 of 2023 include the implementation of Al
capabilities, the use of Al technology in subsets such as machine learning and natural
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language processing, and attention to ethical aspects such as inclusivity, humanity, security,
accessibility, transparency, credibility, accountability, personal data protection, sustainable
environmental development, and intellectual property. This is an important step in regulating
the use of Al to align with ethical and legal values prevailing in Indonesia.

Documentation of Learning Activity:
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OPTIMIZING THE ROLE OF
ARTIFICIAL INTELLIGENCE

i
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Legal basis

Law No.19 of 2016 concerning Information and Electronic Transactions
Law No.27 of

ing Personal Data Protection

PP No. 71 of 2019 concerning Implementation of Electronic Systems and Transactions

Contents

The implementation of Artificial Intelligence technology
takes into account the values of Artificial Intelligence Ethics including:
1) Inclusivity

2) Humanity

3) Security

4) Accessibility

5) Transparency

6) Credibility and Accountability

7) Protection of Personal data

8) Sustainable Development and Environment

9) Intellectual Property
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Contents

Implementation of Artificial Intelligence capabilities
includes consulting, analysis and programming
activities

The use of Artificial Intelligence technology is included in
the subset of machine learning, natural language
processing, expert systems, deep learning, robotics,
neural networks, and other subsets

Contents of Circular (b)

PM Kominfo Number 3 of 2021: Business Activity Standards and Product
Standards in the Implementation of Risk-Based Business Licensing in the

Post, Telecommunications and Electronic Systems and Transactions
Sector, which is an Al-based programming activity based on the standard
business field code 62015
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Mini Workshops

The Artificial Intelligence (Al) Training for Policymakers in Indonesia features three
mini workshops with themes aimed at enriching the perspectives of the training participants.
In the training held in Indonesia, three themes were chosen: inclusivity, intellectual property
rights, and natural language processing.

Mini Workshop: Artificial Intelligence (AI) for
Disability

This mini workshop discusses the use of Artificial Intelligence (Al) to assist people with
disabilities. Participants gain insights into how Al can be used to improve the quality of life for
people with disabilities, focusing on the development of technologies such as more advanced
screen readers, sensory aids, and applications that can facilitate the daily and professional
lives of people with disabilities.

Learning Objectives:
e Understand the potential of Al in supporting the independence and productivity of
people with disabilities.

® Analyze the real expectations and needs of the disability community for Al technology.
e |dentify opportunities for inclusive integration of Al solutions in public policy.

Documentation of Learning Activity:

Al Center For
_ Disability
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Mini Workshop: Artificial Intelligence (AI) and
Intellectual Property

This session explores the interaction between Artificial Intelligence (Al) and Intellectual
Property Rights (IPR), including how generative Al affects copyright, patents, and intellectual
ownership. Participants learn about the legal challenges arising from the use of Al in creating
new works and innovations, as well as regulatory approaches that can support innovation while
protecting the rights of IPR holders.

Learning Objectives:

e Delve into the implications of IPR in the development and use of generative Al.

¢ |dentify challenges and solutions in integrating Al with existing IPR systems.

e Encourage discussion on policies that support a balance between innovation and IPR
protection.

Documentation of Learning Activity:

Kekayaan Intelektual

ayaan | Kekayaan Intelektual Komunz
Merek 1. Pengetahuan Tradisional
Paten 2. Ekspresi Budaya Tradisiona
Desair.\ Indust! ' 3. Sumber Daya Genetik

Hak Cipta ; 4. Indikasi Geografis

Rahasia

desain T;
ferpadu

Yerlindu

Inputs Example:
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Mini Workshop: Data Development in Natural

Language Processing

This workshop will discuss the importance of data development in Natural Language
Processing (NLP) technology. Participants will be invited to understand how NLP works, the
challenges in data development, and the use of NLP in the preservation of regional
languages. This includes discussions on data collection and annotation methods, as well as
practical applications of NLP in local and regional contexts.

Learning Objectives:

® Deepen understanding of NLP and its applications in language analysis and

processing.

o |dentify strategies to overcome challenges in NLP data collection and processing.
® Explore the potential of NLP in supporting the preservation and promotion of regional

languages.

Documentation of Learning Activity:

P
!rnmmm.,.y,,,_w
\
hd

Data Collecting &
Aggregating

The largear the data, the mora

representative it is.

Labeling Data

e
Data Cleaning | «
&

Creating a high

need for annotator data.
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The Condition of Regional Languages in Indonesia
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Learning Materials

Mini Workshop: Artificial Intelligence (Al) | for Disability
Presenter: | Made Prasetya Wiguna Mahayasa (PT Mahayasa Teknologi Nusantara and
Representatives of People with Disabilities DNetwork - Jaringan Kerja Disabilitas)

e PDF Material (Indonesian):
Kecerdasan Artifisial (KA) untuk Penyandang Disabilitas (Al for Disability)
e PDF Material (English): Al for Disability

Mini Workshop: Artificial Intelligence (Al) and Intellectual Property
Presenter: Ari Juliano Gema (Assegaf Hamzah & Partners and Intellectual Property Rights
Lawyer)

e PDF Material (Indonesian):
Kecerdasan Artifisial (KA) dan Hak Kekayaan Intelektual (Al and Intellectual Property)
e PDF Material (English): Artificial Intelligence and Intellectual Property

Mini Workshop: Data Development in Natural Language Processing
Presenter: Dea Adhista, Sarah Octavianti, Galih Pradipta Muridan (Prosa.ai)

® PDF Material (Indonesian):

Kecerdasan Artifisial (KA) untuk Penyandang Disabilitas (Al for Disability)
® PDF Material (English):

Data Development in Natural Language Processing

All mini workshop materials can be accessed via
https://link.harapura.com/FF-Al-miniworkshop
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Policy Prototyping Lab

When designing the closing event for the Artificial Intelligence (Al) Training for
Policymakers, consider integrating mini workshops or dialogues that focus on specific topics
such as Intellectual Property Rights (IPR), Al for people with disabilities, or the development
of Natural Language Processing (NLP) in specific social sectors. This will enrich participants’
learning experiences by providing practical applications of the Al concepts they have learned,
while also deepening their understanding in contexts relevant to their sectoral work.

To support effective knowledge exchange, it is recommended to hold a session where
participants can showcase digital projects from their institutions. A format like the Policy
Showcase not only supports the exchange of ideas and innovative solutions among
participants but also enhances collective understanding of Al applications in various sectors.

Additionally, it is suggested to implement a Co-creation Session: Policy Prototype Lab
during the closing event. In this session, participants collaborate in small groups to formulate
Al policy solutions tailored to the specific sectoral needs identified. This co-creation session
should be designed and facilitated to produce practical and innovative policy ideas,
strengthen participants’ collaborative skills, and encourage the development of policy
prototypes that can be applied in the context of each participant. This session is crucial to
ensure that the training leaves not only a theoretical impression but also practical results that
can be implemented in policies and practices.

Policy Prototyping Workshops - Co-creation Prototype Policy Session

The Policy Prototyping Workshop - Policy Prototyping Co-creation Session provides a
collaborative platform for key ecosystem policymakers to design policies that are responsive
to the era of Al implementation and responsible technology. Through this session, they can
contribute to policy agenda setting, enhance policy implementation, and provide
recommendations that align policy targets with responsible and ethical Al use. The co-created
outcomes of this workshop become a final policy summary used by policymakers as a
practical guide for the necessary features in forming responsible and inclusive Al
implementation policies.

The Policy Prototyping Lab is a space for participants to explore responsive policy
solutions to Al technology challenges. Participants are divided into three groups focusing on
the sectors of E-Gov, Finance, and Education & Research. The workshop mechanism
includes stages of agenda setting, policy drafting, implementation, and policy monitoring and
evaluation. Participants use canvases to map systems, understand target groups, design
criteria, and create creative solution ideas in the “Crazy 8” session. The workshop aims to
facilitate the creation of innovative and effective policy prototypes in response to the
dynamics of responsible Al use, concluding with AIDA Model recommendations as a
persuasive strategy for presenting policy ideas to the audience.
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Worksheet example used in Co-creation Policy Prototyping Lab:

e System Mapping

\/. System Mapping

PRICRITY SCCTORS/TORICS SYSTEM RALP

SMF COMTRIBLITION

CHALLENGE BURMMARY

o FAIR Forward QIZ

o Priority Sectors/Topics: Discuss the connections with the industrial sector, SDGs, and
the national development vision.

© SME Contribution: Explain the ecosystem’s contribution to priorities and
opportunities within the intended ecosystem.

© Challenge Summary: Add a description of the policy challenges to be addressed.

o System Map: lllustrate the identified elements on the left and draw a diagram of their
relationships. Here is an example for the health sector:

Community __—% | Healthcare Workers
i“n — i
Health Facilities H=—========== === + | Government
e - & ¥
* oa w
Health Industry Health Workers Association |*
w
Research

Institutions
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® Topic Gap Analysis

\/. Topic Gap Analysis

WHERLE ARL WE MW W HORE W2 WANT T BL WHAT THF GAP 15

D Therz arz no relevant pelicies

Thers is a policy process that will
D coming or being

in pragress [preparation,

pualie consultatian)

Therz is a policy, but it's not
D have an impact an
adr Largel market

On this worksheet, participants requested to analyze topic gaps which are discussed by
answering the questions in the description below.

o Where Are We Now: What is meant by the status quo? Describe the current statistics,
programs, and policies being implemented.

o Where We Want to Be: What is the vision for the future if you address the policy
gap?

o What The Gap Is: Identify how you qualify the policy gap you have previously
identified. Why are we not there yet? How big is the gap and for which types of
companies/sectors?

¢ Understanding Target Groups

\/. Understanding Target Groups

BEMEFICIARY EXPERIENCE

SHTS AND

THF RIGGFST RIFFICLITY RIGGFST REMEFITS

FAIR Forward {iZ
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On this canvas, participants are asked to understand the target groups by answering
the following questions:

© Topic: Fill in with the ‘Summary of Challenges’ that has been previously written on the
System Mapping canvas.

O Beneficiary Experience: Speak with the main beneficiaries of this policy / put yourself
in their position. Describe their experience (e.g., who they work with, where they come
from, company management, market size, etc.)

o Biggest Difficulty: What challenges/difficulties do the main beneficiaries face?

© Biggest Benefits: What benefits will the beneficiaries gain if this challenge is
addressed?

© Key Insights and Conclusions: Ultimately, what are the key insights and conclusions
that need to be considered in the next steps of this process?

e Design Criteria

\/. Design Criteria

CHALLENGE CURRENT STATUS SOLUTION DESIGN
CRITERIA

INEIGHTS FROM THE WORKEHOF TARGET GROUP

DESIGN CRITERIA

POLIGY GAPS
FROBLEM STATEMENT B BT B BB

ACTORS INVOLVED

On the Design Criteria canvas, participants are asked to answer questions about
Challenges, Current Status, and Solution Design Criteria as described below:

o Insights From the Workshop: What insights have you gained from the past few days?
What do you still not know, or what has been validated?

o Problem Statement: What challenges do you want to solve together? Make it as
specific as possible.

o Target Groups: Which target groups are related to this challenge? What potential
actions can be taken to address this issue?

o Policy Gaps: What are the current policy gaps? What already exists and what is
missing?

O Actors Involved: Which actors intersect with this challenge, and who needs to be
involved?

o Design Criteria: What should solution creators consider when designing the solution?

o Classification Solution: A summary of the proposed solution methods.
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e Challenge Solution Ideas

\/. Challenge Solution
Ideas

CHALLEMNGE POTCRTIAL IDCAS FOR SOLUTIOMNS

CFEIGH CRITERLA

IDEA 1 IDCA 2 IGFA 3

FIRFerwer— |

On the Solution Ideas for Challenges canvas, participants are asked to answer the fol-
lowing questions:

o0 Challenge: Add a description of the policy challenge you want to address.

o Design Criteria: What relevant design criteria are you using for drawing?

o Potential Ideas for Solution: Please exchange opinions with the working group. Pour
out ideas for solutions that can address the challenge. Finally, try to group similar
ideas. Are there common characteristics among the ideas on the board?

O Idea 1, Idea 2, Idea 3: Write down the top three ideas for further discussion.
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e Priority Matrix

. L) " L]
\/ Priority Matrix

TalL
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THOUGHTS
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On the Priority Matrix canvas, participants are asked to prioritize the ideas or outputs that
have been obtained from filling out the Solution Ideas for Challenges canvas. The method
used is discussion, debating the pros and cons of implementing the ideas.

© Most Popular Thoughts: Summarize what can be taken to the next level.

e Mechanism Visualization

\/. Mechanism Visualization

VISUALIEATION CF THE PMLCH AN SH ACTION PLAN

FCOSYETER COMNFCTIONS

CPEN QUESTICN

- FAIR Forward Q1Z
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On the Mechanism Visualization canvas, participants are asked to fill in several
columns. The instructions for filling are as follows:

o Visualization of the Mechanism: lllustrate the mechanism you envision to provide your
solution. For example, an idea to develop a solution in the health sector related to
Al can be approached in three ways: Advocacy Campaign, Agenda Setting, and
Public-Private Dialogue. From these three potential solutions, it was determined
through discussion that the highest value (top priority) is the Advocacy Campaign.
Therefore, the mechanism visualization can be made as follows:

Advocacy Campaign

Agenda Setting
Stakeholder Mapping r———————————— — — 4
L | 4 Professional Associations |
| v |
Advocacy Campaign «—» || Health Facilities |
I 4 I
| * Academia / Research |

e —_—— s —

» | Community Groups J

Industry, Professional Organizations, Media

o Action Plan: List some actions you anticipate from users/beneficiaries when they
interact with the mechanism you envision.

o Ecosystem Connections: Mention the relevant ecosystem relationships with your
mechanism or those you can leverage to enhance impact.

o Open Questions: Write down questions that arise from open discussions while
discussing this mechanism visualization with the working group.

Artificial Intelligence (AI) Training for Policymakers |121



e Policy Prototype Blueprint

\/. Policy Prototype Blueprint

SOLUTION MARML S0LJTION DEVELOPMENT GROUR
CHALLFNGE
MALCHAMIS M
OBIECTIVE
TARGET GROUP PlalM POLICY HOLDERS [AAIH FEATLIRE POLICY RCLATISMS

FAIR Farward 01

On this Policy Prototype Blueprint canvas, participants are asked to determine the final
outcomes of the co-creation session, which can later be presented in a pitching session
before judges and other groups.

O O O OO

Solution Name: Write the name of the proposed solution.

Solution Development Group: Names of participants (organizations) in the group.
Challenge: Description of the challenge (see the ‘System Mapping’ canvas).
Objective: Write the objective of the presented solution.

Mechanism: Explain the mechanism of the solution. How does it work for the
beneficiaries? What key elements are needed to ensure the solution successfully
achieves its objectives?

Target Group: Who are the target beneficiaries of this solution? Which communities
will benefit? Can indicate primary & secondary target groups.

Main Policy Holders: Who are the stakeholders of this solution? Who else would be
interested in realizing this solution? (see the ‘Actor Mapping’ canvas).

Main Feature: Describe the features of the solution. What key elements need to be
created?

Policy Relation: How does the solution contribute to relevant policies? Does the
solution contribute to national plans, strategic national agendas, SDGs?
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e Pitching Techniques

\/. Pitching
Techniques
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On this Pitching Techniques canvas, participants are asked to summarize the solution
that will be presented in the Pitching session. As a guide, participants can summarize it in the
following points:

© What Challenge are You Facing?
Summarize the challenge briefly and in an engaging manner.
© What Solution Do You Propose and For Whom?
Summarize the solution, who benefits from it, and what positive impact you expect to
create for them.
© Who Do You Talk To and What Do You Ask For?
Share who you need resources and support from.

Solution Policy Prototyping Workshops Results - Co-creation Prototype Policy
Session:

Discussion and Presentation Group 1
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Discussion and Presentation Group 3

a) Blueprint Presentation Group 1: E-Gov

The solution proposed by Group 1 in their Blueprint Presentation is “1DN,” which
relates to improving the quality of standardized data in public services. The challenge faced is
the presence of data silos or inadequate data quality. With this solution, it is hoped to create a
proactive public service platform capable of providing data needed by the public proactively in
various situations. Collaboration with the community and academia is the key, while the main
features of this solution include standardized data formats, equal data needs distribution,
uniform data usage patterns, and integration of public service data. The solution
mechanism consists of 3 stages involving policy, ecosystem, and program alignment
mechanisms to enhance the capacity of central and regional governments. However, the
challenge of maintaining updated data and connecting services remains a primary concern
that needs to be addressed for the success of this solution.

b) Session for Blueprints Presentations Group 2: Finance

The solution proposed by Group 2 in their Blueprint Presentation is “Uang Kaget!
Punya uang jangan kaget” (“Surprised by Money! Don’t be surprised to have money”). This
solution aims to improve financial literacy among the public, specifically digital financial
literacy, with a focus on high school students as the primary target. The goal of this solution is
for the public to be smarter in managing their finances. This solution involves an ecosystem
from the education and finance sectors, including regulators such as the Financial Services
Authority (OJK) and the Ministry of Finance. The main features of this solution are the
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customization of materials based on education levels and using a game-based approach to
facilitate understanding. Al will also be used in this solution to provide better contributions to
the target group. During the feedback stage, recommendations include finding relevant
examples for the target group, providing training to the Indonesian Teachers Association
(PGRI), and explaining in more detail how Al will be integrated into the solution, both in
student assignments and assistance for teachers.

c) Blueprints Presentations Group 3: Education and Research

Group 3 in their Blueprint Presentation proposed a solution called SALIM (Interactive
and Enjoyable Al Learning System) with a focus on building the next generation of the
nation through the concept of “leveling up” Indonesian students using Al. They introduced the
concept of gamification in learning to make learning activities more enjoyable. The goal is to
create an enjoyable ecosystem for teachers and students and to revolutionize learning
motivation from merely achieving grades or scores to fulfilling curiosity. This solution
encourages students to learn by satisfying their curiosity, using Al for personalized learning
and equitable education.

The main features of this solution include the visualization of student and teacher
ability statistics, recommendations for materials and learning styles, and personalized
learning software. The main challenges faced are the need for comprehensive data
regulation and integration with the existing curriculum. This solution is expected to support
the achievement of SDG goals related to reducing inequality and improving the quality of
education. In the feedback, this solution was considered attractive because it could provide
visualizations and recommendations that could boost teachers’ confidence in implementing
the curriculum and facilitate teaching, especially for teachers with many students.

Learning Materials

Facilitators: Ivy Londa & Patota Tambunan (harapura impact), Debby Kristin & Maria Hattya
Karienova (EngageMedia)

Co-creation Policy Prototype Session
® PDF Material (Indonesian): Al Policymakers Training - Policy Prototyping Lab
¢ Template Toolkit PDF (Indonesian):
Kanvas Toolkit untuk Membuat Prototipe Kebijakan
¢ Template Toolkit PDF (English): Policy Prototyping Toolkit Canvas

All learning materials for Policy Prototyping Lab can accessed via
https://link.harapura.com/FF-Al-policyprototypinglab
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Ice-Breaking and Reflection

Ice-breaking is a crucial element in every training session as it helps create a
relaxed and inclusive atmosphere among participants. Through fun and interactive activities,
ice-breaking allows participants to get to know each other better, thereby strengthening a
sense of togetherness and collaboration. This activity not only reduces initial awkwardness
but also increases participants’ engagement and motivation throughout the training session.
At the end of the session, it is important to hold a reflection session aimed at synthesizing
and crystallizing the learning that has been acquired throughout the day. This reflection
session is also important to understand that learning is not only related to the information
provided but also how the learning process can be applied in real-world contexts. By starting
with ice-breaking and closing with reflection, we can ensure that participants feel comfortable
and ready to actively participate, which can enhance the effectiveness of the training itself.

Ice Breaking

® Day 1 Ice Breaking

One word that describes how you feel
right now

18 responses

(7]
=
: 2
2359 & §
n]
= H N E o
_ & excited E o
q L] 1} .l'u
o =
E 2, Spirit =
= g exciting nyll
E S noma SCIH Winat is it
- ) o
happy
What do you like most about the city of Bandung?
18 responses
o Ambience Cinal
Calrary Lol Youwon't un out of places to play!
Cn rmemearies with him Culinary
=T e Siomay, adem, people
The tour ambience Coal
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Which best describes your

institution?

i Doz gk
Coti < minanka L B TR T
Cappsrasatnn

Is this your first Al training?

12

Eve-fimen

This &2 the Nl line!

Have you ever heard of deep fakes?

Where do we usually find deep
fakes?

e
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Can yoad find any examples of deed fakes? Guess whether
this picture is orginal or not. Check the
consistency of the image around the syves.

Thi kv ;e b cripirald (LSRRI TTH
(LR

ks

What do you expect from this training?

15 responses

You can find aul which one is real amd Understand more abaul Al Inereased understanding regarding
which one is fake Al techralogy

Solubons o problems
Understand Al implementation in govarnment and saciety Insight irita Al and its coospstem.
to support work

further increase understanding Can understand Al
WML 30 NCTTaSE YELT KNawicogs abous & of Al ethics and use it for

devalopments in the world of journalism

Undarstand and can apply it utilization of Al now and in
in the workplacesat least the future Want to know an understanding of Al's
become new knowledge to share o

e Day 2 Ice Breaking

One word that describes your enthusiasm
for participating in training this morning.

13 responses
=
=
=
— L Extracrdinary
Bismillah
ntap b
. errrrrerrrerr
2  CUrious
] ' s
S Spirit
D s ) )
E} @ Bismillah cheer up
@ additional information
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What food do you like most in Bandung?
21 responses

Balagor gravy Siomay Wihicped nacdas

Lontong curry chardze Grilled ribs

Cuanki Rahayu Cangki Pusdai Cardal Eizatelh

Siomay Uncle Chene noodles! Jandao satay
Faod in Cisangkuy PR lzakoya

What applications do you use most often besides WhatsApp and Instagram?
12 responses

Digitearn, lelagram M. Word Shopee
Telegram lklas Giojik
Shopes x arab
YouTube Tik Tesk, ¥, Tokped. Secands, chrome

When will ChatGPT be available for public
use?

2020 2021 2022
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What fields have the most potential
for using Al?

Sl wmAp

Fried duck g > Ealay Bedubu duck

Klepion g Y. Balinese mixe

Warung Mak Beng!

Kirksmani

Bulsleng Kirameni

Dude's place 2] huga Penida

Weasl Bali Malicaa Park Musa Penida Jbud area

Uluwizia Karangasem
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One word that describes your enthusiasm in
following the closing agenda of this Al Policymakers

Training.
14 responses

impartant for the future

Indonesia

inspirational

bombastic

meet Mz Silvi

useful

When will the Circular Letter of the Minister of Communication
and Information Technology Number 9 of 2023 concerning

the Ethics of Artificial Intelligence be officially signed?

11

After attending this training, what field
do you think has the most potential
for using Al?
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Reflection
e Day 1 Reflection

A, . .. . .. A

£
e
2
o
o
@

CPEeCOe
CO00O0C
COOR0E
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Are you still enthusiastic about
continuing Al's second day of training?

Slilingoad .. .. . ¥ou rmuet be
spinits] anthusiastiz for
responsitde and ethical

&l paliclas in
Idoresal

® Day 2 Reflection

Choose an emoji that describes how you feel
after completing this two-day training.

Are there any new words or knowledge that you discovered from Al's training during these two days?
1 responses

Regulatory Sandbox Explainable Al

Sandbox

Elhizal Frinciples P [ETH]E]
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VWhat do you remember most from Al's two days of training?
9 responses

Personal data securily helistic perspective, and not just It's nice to meet great people
ang seclof from each agancy, | raally
hape we can collabarala

Thara are FDIP cupporters with sach other

Thezme's shilla kot ot homcsork akous Al

T'ar use of Al 4ar tha wordn Al 1z just a ool
of educatian, health, and the future af The use of Al sl reguines
Irdonasia amidst the anslaught af human intervanton. Like a supparl

technological developmeants. swabam Bl wige with A

Do you have any ideas for cross-institutional
collaboration regarding the use of Al?

| already have a solid idea

Siill have to think atout i, But it's delinitely here

Mat yat, but still enthusiastic about joining Al's training

What are your hopes for the future with Al's progress?
12 responses

Be a creator, not just a user ndoresa 15 & lesder in te fald of anovetion My hope is that it is usad
mizked (o pasitively, not e be used for
thee Denelil of a graup
averylling = doee Tram hones
Humans becoms sanss
real action, not rhetorie, from all
Indonesia s becoming a modam couniry LR
with Al in all aeciors Indonasia can becomea
an ethical and responsible Al
player/producer The presance of Alis bo
Indanesian sociaty is digitally make people’s work/life sasier,
litarala and reducas disparities in all nel b make people
figlds Indonesia has 8 good ecosystem for dependant on tachnolagy.
the development of Al. Suppart from
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e Closing Event Bali - Reflection

Choose an emoji that describes your feelings
after finally arriving at the Al Policymakers
Training closing event.

16 responses
v OO
) w

4
'Yy
Yot =
[ ]
"
=

hoppy &

- What do you remember most from Al's three months of training?
10 responses

iz ik Per ok
Kenlical @ Ma Sl Etrica of Al and Mba Sl
Standards related to &l materal impact of Al on the
grvironment
HAK] and A

ee (ewe o AA
— Ly = W
- ae g ﬁ," . »
" = -
e e na Q =4 ..,'

(
V&
| &
U §

(
L]
J

A
=
»

Hr Pedota

Sthics Al

Al's important principle is man behind
the gun

After taking part in the Al Policymakers Training,

how ready are you in implementing Al in
your work sector?

Still need to laam a lot, but this training is quita
teluful

fiou poadld zay (ks B0

———

Raally READY 1o face Al's developments
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Thank you for taking part in growing in Al's training. |s there any feedback you would like to convey regarding
the implemeantation of this training?
11 responses

Again, bro Thank you... Tomarrow you'll die again. ckey?

R LRt )

Thark you varg mwech for being involeed

Waiting for Al's further training
and being patient with the dynamics

Sad o say goodbye 53
af this training

Thiz lraining Fas helped 1o
undersland the Al ccosystom and

its implications in multi-sectors.

There neads to be offing mestings

throwghaut the 4 months, Mot onby &t the

heginning or at the and. Let's fast far Bukbsar 1)
Thank you far the oppartunity

HexgaTully e neltanrking will oalinug

walk Saoe vou naxt time
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Annex 1: Example of the Training Agenda

An example of class distribution in the Artificial Intelligence (Al) Training for Policymakers
over a period of 15 weeks is as shown in the table below. This schedule can be adjusted as

needed.
Monday Tuesday Wednesday Thursday Friday
Opening of the Module 3:
Program Government for
Artificial
Intelligence (Al)
Ethical
Development
Module 1: Module 4:
Introduction Practical Use of
About Atrtificial Artificial
Intelligence (Al) Intelligence (Al)
Group Work in
the Class:
Identification of
Week 1 Al-based
Solutions
Module 2: Module 5:
Technology Policy | Institution
Focused on Readiness for
Atrtificial Artificial
Intelligence (Al) Intelligence (Al)
Implementation
Module 3:
Government for
Artificial
Intelligence (Al)
Ethical
Development
Online: In-depth
Study Material:
Discussion of
Week 6 Module 2 -
Equitable Policy
Role Discussion
Week 8 In-depth Study

Material 3:
Discussion of
Module 3:
Gender in
Atrtificial
Intelligence and
Small Group
Discussions
with Community
Group
Representation
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Week 10

Online: In-depth
Study Material 2:
A Policy
Comparative
Study Focusing
on the Use of
Artificial
Intelligence (Al) in
Asia

Week 12

Online: In-depth
Study Material:
Institutional
Readiness
Analysis for
Artificial
Intelligence
Technology
Implementation
/ Stakeholder
Policymakers
Mapping

Week 15

Closing
Ceremony +
Policy Prototyping
Lab

Field Visits

Opening of the Artificial Intelligence (Al) Training for Policymakers
Time: 08.30-10.00 WIB

Date/Time Activity Duration
Program Opening
Participant Preparation and Registration 60 Minutes
Opening Ceremony 8 Minutes
Welcome: Ministry of National Development Planning/BAPPENAS | 8 Minutes
Welcome: GIZ Indonesia (FAIR Forward) 8 Minutes
Panel Discussion 30 Minutes
Thursday, 30 Photo Session 6 Minutes
November 2023 QnA Media 30 Minutes
Coffee Break 30 Minutes
07.30 - 16.30 Module 1: Introduction About Artificial Intelligence (Al)
(8 hours) Greetings from harapura impact and Aptaworks (local partners 5 Minutes
implementation)
Icebreaking: Participant Introduction and Pre-Survey 10 Minutes
Sub-module 1B: Artificial Intelligence (Al) and Development 45 Minutes
Agenda
Sub-module 1A: What Is Artificial Intelligence (Al)? 45 Minutes
ISHOMA 60 Minutes
Group Work Introduction: Identification Al-Based Solution 15 Minutes
Small Discussion: Potential Usage of Al 15 Minutes
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Plenary: Integration and Feedback Results Discussion 15 Minutes

Module 2: Policy Technology Focused on Al

Sub-module 2B: Al and Sectoral Approaches 45 Minutes
Coffee Break 30 Minutes
Module 3: Government for Artificial Intelligence (Al) Ethical Development
Sub-module 3A: Data Management and Sharing 60 Minutes
Reflection First Day 15 Minutes
Opening and Intention Second Day 15 Minutes
Friday, 1 Additioqal Sub-module: Socialization of the Personal Data 30 Minutes
December 2023 Protection Law
Module 4: Practical Use of Al
08.00 - 17.30 gzgt;?::tljllee 32\};225:,?]‘ Artificial Intelligence (Al) for 45 Minutes
(9.5 hours) Coffee Break 30 Minutes
Additional Sub-module: Artificial Intelligence (Al) Everywhere: 30 Minutes
Indonesia’s Today and Path Forward
ISHOMA 2 Hours
Sub-module 3B: Al, Ethics, and Human Rights 45 Minutes
Sub-module 4B: Social Impact Assessment (Small Group 45 Minutes
Discussion)
Introduction Group Work 3B: Small Group Studies Case 45 Minutes
Discussion
Sub-module 5A: Readiness for Al Implementation 45 Minutes
Coffee Break 15 Minutes
Module 5: Institution Readiness for Al Implementation
Sub-module 5B: Building a Responsible Al Ecosystem 45 Minutes
QnA and Online Activities 15 Minutes
Reflection Second Day 15 Minutes
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Annex 2: Example of the Closing Event Agenda

Closing of the Artificial Intelligence (Al) Training for Policymakers
Time: 08.00-17.30 WITA

Date/Time Activity Duration
Closing ceremony
Welcome: Ministry of National Development Planning/BAPPENAS 8 Minutes
Welcome: GIZ Indonesia (FAIR Forward) 8 Minutes
Panel Discussion 45 Minutes
Q&A Panel Discussion 15 Minutes
Photo Session - Closing Panel 5 Minutes
Graduation and Certificate Dissemination 10 Minutes
Photo Session 5 Minutes
Coffee Break 15 Minutes
Media Q&A - Closing 15 Minutes
Senin, Policy Showcase
4 Maret 2024 Presentation from Policymakers 45 Minutes
08.00-17.30 Break Lunch & Prayer 45 Minutes
(9,5 jam) Presentation: Al for Disability & Mini Workshop: Al and Intellectual Property
Right (IPR)
Ice Breaking 5 Minutes
Presentation: Al for Disability 15 Minutes
Presentation: Artificial Intelligence and Intellectual Property Right 30 Minutes
Session QnA 15 Minutes
Policy Prototyping Lab
Opening 10 Minutes
Worksheet: System Mapping 15 Minutes
Worksheet: Understanding Target Groups 15 Minutes
Worksheet: Design Criteria 15 Minutes
Crazy 8 10 Minutes
Worksheet: Challenge Solution Ideas 20 Minutes
Coffee Break 15 Minutes
FILL OUT THE SURVEY AND TAKING CERTIFICATE IN REGISTRATION DESK
Matrix Priority, Visualization Mechanism, Blueprints 45 Minutes
Presentation Solution 60 Minutes
Reflection and Closing 30 Minutes
Field Visit: Desa Bakas, Klungkung
Registration for the participants 60 Minutes
Tuesday, Travel time to Desa Bakas, Klungkung 60 Minutes
March 5, 2024 Bakas Agriculture Trekking 120 Minutes
08.00 - 16.30 ,
(9.5 hours) . Break Lunch & Prayer 90 anutes
Tour around the villages 60 Minutes
Workshop Natural Language Processing (NLP) by Prosa.ai 120 Minutes
Travel time to Sanur/Denpasar 60 Minutes
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Annex 3: Survey Example

e Pre-Program Survey

Before implementation program, recommended for spread pre-program questionnaire to

participant which can seen through this table:

Questionnaire

Answer

Write down your email

Write down name complete along with title

Write down position work

Write down name your institution

Write down number WhatsApp

Assess your understanding of Al and its general applications

[0 Don’t Understand At All

O Don’t Understand

[0 Somewhat Understand

O Understand
[J Really Understand

Are you personally integrating usage of Al in your work?

0 Never

O Occasionally

O Once, But not often
O Quite often

O Always use Al

Does your institution integrate the usage of Al?

[0 Never

O Occasionally

O Once, But not often
O Quite often

[0 Always use Al

Data, technology, or related Al projects that you are working
on? (present and future project)?

Have you once followed training related to Al previously?

O Never
[ Once, But not often

What method of Study do you like? (Example: lecture,
seminar, discussion group, interactive exercise, etc)
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Would you like to make a short presentation on all or part of

the learning material in one of the sessions later? g Lis
. . Ind dent
For assignments outside of class, do you prefer to do them g (r;\roeuppen en
L . "

online, in group or independent” O Both

What do you expect from this program (Al strategy, case

studies for center innovation, Al prototype/solution, etc)?
[0 Don’t Understand At All
O Don’t Understand

Do you understand ethical Al? O Understand Enough
[0 Understand
O Really Understand

What three priority developments are important for the
agency or your region?

Health

Security

Identity and biometrics
Financial
Technology/Fintech
Elections/regional
elections,

democracy & media
[ Agricultural and
resilience food

What sector/application are you interested in?

O OO00O0

At the moment, what information would you most like to gain more about or skills related to manu-
facturing policy Al?

O Relevance Al with national priority development or SDGs

[0 How policy Alrelated with policy technology and innovation which more broad use cases
and project design in specific sectors (e.g. health, safety, agriculture)

O Consideration of Al policies in specific sectors System management and data protection

O Al Ethics and social impact evaluation

O Use Al by government and process internal or enhancement capacity
(e.g. procurement/procurement)

O Possible ecosystem innovation, investment, and use Al national which more wide
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e Post-Program Survey

After carrying out the training, it is recommended to distribute surveys to participants to de-
termine the influence or impact that occurred after the training was held. Questionnaire can

seen through table in lower this:

Question Answer
Write your email
Write your full name and title
Write down your job title
Write the name of your institution
Write down your WhatsApp number
O Very low
Assess your understanding of Al and its applications in O Low
general after participating in the two-day FAIR Forward O Average
program O High
[ Very High
O Very low
: . . O Low
Assess your understanding of responsible Al ethics after
C . [J Average
participating in this two-day FAIR Forward program O High
[ Very High

Feedback of the Training

As a whole, how satisfied are you with the training content
so far?

O Very dissatisfied

O Dissatisfied

[0 Somewnhat satisfied
[J Satisfied

O Very Satisfied

How many relevant modules which you already learn with
needs in your institution?

[0 Very dissatisfied

O Dissatisfied

[0 Somewhat satisfied
O Satisfied

O Very Satisfied
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According to you, is this module enough to equip you to
develop policy related Al?

O Yes

O No
O Doubtful

How do you evaluate quality from a facilitator or presenter
training module ?

O Very dissatisfied

O Dissatisfied

[0 Somewhat satisfied
[ Satisfied

[ Very Satisfied

How much are you experiencing problems or technical
constraint moments, attending training and completing
assignments?

0 Never
O Occasionally
I Very often

If ever or there is occasionally, please give more details on
the obstacles or what it should be changed

What is the facilitator of sub-module 1A (What is Al? - [Write
Name viewer, Name Organization]) have a good knowledge
of the topic taught?

O Strongly disagree
O Somewhat disagree
O Neutral

[0 Somewhat agree
O Strongly agree

Does the facilitator of sub-module 1B (Artificial Intelligence
and the Agenda Development - [Write Name of Presenter,
Name of Organization]) have knowledge which Good about
the topic which is taught?

[0 Strongly disagree
[0 Somewhat disagree
[0 Neutral

[0 Somewhat agree
[0 Strongly agree

Does the facilitator of sub-module 2A (Al and Technology Pol-
icy - [Write Name presenter, Name Organization]) have good
knowledge about topics taught?

L Strongly disagree
[0 Somewhat disagree
O Neutral

O Somewhat agree
O Strongly agree
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What facilitators of sub-module 2B (Al and Sectoral Approach
- [Write Name viewer, Name Organization]) have a good
knowledge of topics taught?

O Strongly disagree
[0 Somewhat disagree
[ Neutral

O Somewhat agree
O Strongly agree

Does the facilitator sub-module 3A (Management and Data
Sharing

- [Write it down Name presenter, Name Organization]) own
good knowledge about topics taught?

[0 Strongly disagree
[0 Somewhat disagree
O Neutral

O Somewhat agree
O Strongly agree

Does the facilitator of additional sub-module 3A (Socialization
of Personal Data Protection Law - [Write Name of Presenter,
Name of Organization]) have good knowledge of the topic
being taught?

[0 Strongly disagree
[0 Somewnhat disagree
O Neutral

[0 Somewhat agree
O Strongly agree

Does the facilitator of sub-module 3B (CA, Ethics and Human
Rights - [Write Name presenter, Name Organization]) have
good knowledge about topics taught?

[0 Strongly disagree
[ Somewhat disagree
[0 Neutral

[0 Somewhat agree
[0 Strongly agree

Does the facilitator of sub-module 4A (Use of Al for Sustain-
able Development - [Write Name of Presenter, Name of Or-
ganization]) have good knowledge of the topic being taught?

O strongly disagree
0 Somewhat disagree
O Neutral

O Somewhat agree
O Strongly agree

Does the facilitator sub-module 4A (Al Everywhere in Indone-
sia - Present and Future - [Write Name of Presenter, Name
of Organization]) have good knowledge of the topic being
taught?

[0 Strongly disagree
O Somewhat disagree
O Neutral

O Somewhat agree
O Strongly agree

Is the facilitator of module 4B (Social Impact Assessment -
[Enter Name presenter, Name Organization]) knowledgeable
about the topic which was taught?

O Strongly disagree
[0 Somewhat disagree
[0 Neutral

[d Somewhat agree
O Strongly agree
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Does the facilitator of module 5A (Readiness for Al Imple-
mentation - Meyda Nento, UNESCO [Write Name presenter,
Name Organization]) have good knowledge of the topic being
taught?

O Strongly disagree
[0 Somewhat disagree
[0 Neutral

O Somewhat agree
[ Strongly agree

Does the facilitator of module 5B (Building a Responsible Al
Ecosystem Answer - [Write it down Name presenter, Name
Organization]) have good knowledge of topics taught?

[ Strongly disagree
O Somewhat disagree
O Neutral

O Somewhat agree
O Strongly agree

According to you, are the modules given have good arrange-
ment?

[ Strongly disagree
O Somewhat disagree
[ Neutral

[0 Somewhat agree
[0 Strongly agree

According to you, are the modules given have good arrange-
ment?

O Strongly disagree
[0 Somewhat disagree
[J Neutral

[OJ Somewhat agree
[J Strongly agree

How was system communication to the program?

O Too Much
0 Enough
[J Not Enough

Does the training certificate influence your decision to partici- g Nis
?
pate? ] Maybe
Would you like to stay connected with GIZ to provide informa- O Yes
tion on future Al-related activities and content ? O No
Are you interested in staying connected with other partici- O Yes
pants as part of the Artificial Intelligence policymakers net- O No
work in Africa-Asia? O Maybe
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If You answer yes/maybe, do you have suggestions on how this network can be
organized?

O Training addition or presentation expert

[0 Exchange learning addition between participant with the governor policy other

[0 Examples or case studies of policies or guidelines from other countries

[0 Report or research article about governance and Al impact

[0 Meetings with people from industry, academia or civil society with who can partner with us
[0 Support directly with policy or implementation

[ Other projects:

O WhatsApp Group

What method of communication which according to you is [0 Facebook Group /
suitable to continue this network? Linkedin
O Email mailing lists
O Other

Do you have any comments or other suggestions to improve
training or facilitate learning about the issue of Al?

¢ Program Evaluation Survey

After training, it is recommended to distribute evaluation surveys to participants to help
identify activities that need improvement, determine success, and direct changes to future
activities. Evaluation survey questionnaire activity can seen through table in lower this:

Questionnaire Answer

What type of gender are you?

O Academia

O Civil society
[ Private sector
[ Public sector

Name your institution

Write the name of the training related to Al policies supported
by Fair forward. (Program name: Artificial Intelligence (Al)
Training for Policymakers)
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What role do you play in this activity?

[0 Committee
[ Participant

Write your WhatsApp number

Please give mark from aspects substantive training following,
as long as activity taking place

® Risk and opportunity Al

® Benefit from promotion/usage open source Al

e How develop Al in a way responsible answer

e Application practical from several recommendation

O Very important

] Quite important

O Somewhat important
O Slightly important

[0 Not important

About risk and opportunity from Al, give an example short to
describe evaluation you in on?

About benefit from promoting/using open sourceAl, give an
example short for describing evaluation you on?

Regarding responsible Al development, give an example
short for describing evaluation you in on?

Is there a comment which you want to add regarding
substance training?

Aspect Technical Program Training

Give a rating to aspect technical program training
® Arrangement in a way whole
® Content from each session
® Pace/speed training
® Time processing task
® Facilitation as well as support para speaker in each
session

[0 Excellent

0 Good

O Fairly good

O Could be better
O Bad

Are there any other technical aspects which can be repaired?

What is your level of satisfaction with the content during the
training session?

O Very satisfied

O Satisfied

O Somewnhat satisfied
O Could be better

[ Not satisfied

If you choose ‘Somewhat unsatisfied/not satisfied’, which
topic do you like the most?
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If you choose ‘Somewhat unsatisfied/not satisfied’, give your
reasons

® Ease of navigating the online learning environment
® Facility training

O Yes
, , , . , O Y |
Do you benefit from session discussion with fellow O Meas);brgosty
. "
participants® O No. mostly
O No
If you choose ‘yes/yes mostly’, What is the biggest aspect
which you feel is for your own benefit?
If you chose ‘mostly not/no’, explain your reasons?
O Offline
How do you follow program training during this? O Online
O Both
Give evaluation you related aspect environment and O Excellent
accessibility below this O Good
O Fairly good

O Could be better
O Bad

What aspect of the environment study which according to you
can be repaired?

® | ocation

e Comfort

e Support facilities

[0 Excellent

0 Good

O Fairly good

O Could be better
O Bad

What factors prevented you from participating during the
course? session training?

O Difficulty of
transportation

O Network Problem

[J Family issues

O Work schedule

O Other:

Give your input to increase quality this training program

According to you, what are the important points which you get
during the following program?
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